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_ 

David Sarnoff 
1891-1971 

For more than 35 years I had the honor of serving under David Sarnoff, 
first in his role as President and later when he became Chairman of the 
Board and Chief Executive Officer of RCA. During those years, it was 
my privilege to bear witness to an era of unparalleled progress sparked 
by the vision of a truly remarkable personality. More than any other man 
in his time, David Sarnoff was the driving spirit who must be credited 
with transforming electronic technology from its research beginnings 
into a vital force that now permeates all phases of our lives. 

With unbounded faith in scientists and engineers-at times more 
faith in them than they were willing to express themselves-David 
Sarnoff committed himself without qualification to the principles of 
industrial research. He has, therefore, left us with a legacy of inspiration 
to guide the `urther progress of electronics for generations to come. 

For those of us who served with him, for those who follow in his 
footsteps, the story of David Sarnoff's dedicated life encompasses all 
of the opportunities America holds forth for the achievement of great- 
ness. He was not content merely to dream impossible dreams. He 
fulfilled them. And by doing so, he has made it possible for all who 
continue to labor in this field to fulfill their own lives-if they have 
the will. 

Thus, there is only one way to properly conclude a tribute to the 
life of David Sarnoff. Neither nostalgia nor memories will suffice- 
only challenges. 

Elmer W. Engstrom 
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Amplification-Modern Trends, Techniques, and 
Problems, II 

L. S. Nergaard 

Consultant, RCA Laboratories, Princeton, N. J. 

Abstract-This paper reviews progress in power generation and low -noise de- 
vices at the frontier of the spectrum during the past ten years. First it 
develops the physical notions required to understand the new devices 
in elementary terms. Then it examines the operation of the new devices 
themselves: avalanche diodes of a variety of kinds, transferred -electron 
devices, microwave transistors, and acoustoelectric devices. Then it 
examines their present performance and makes some cautious guesses 
about their future. 

1. Introduction 

Some ten years ago the writer scanned the electron -devices field to see 
what was new, what the new devices did, how they did it and how 
well they did it.' In retrospect three things were notable about the era: 
1. Most of the work was concentrated in the microwave field. This 

was natural; as the accessible communication spectrum becomes 
cluttered, new parts of the spectrum must be opened up and at the 
time the microwave spectrum was next on the list. As will become 
apparent in due course, now it is the millimeter -wave area that is 
receiving increasing attention. 

2. All of the new devices, with one exception, the Adler tube, were 
solid-state devices. The basic work on vacuum tubes was well in 
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hand, new ideas were drying up, and the possible improvements 
looked like refinements in engineering. On the other hand, solid- 
state devices were new, relatively unexplored, and glamorous. It 
was obvious where the new challenges lay. 

3. All of the new devices were "receiving devices," i.e., small -signal 
devices with emphasis on low -noise performance. Included were 
low -noise traveling -wave tubes, parametric amplifiers, tunnel -diode 
amplifiers, masers, and the Adler tube. The break-throughs that led 

to solid-state power sources with acceptable power outputs in this 
frequency range had yet to occur. 

Now, ten years later, things have changed; break-throughs in power 
generation have occurred, and work on power generation occupies 
major attention and work on low -noise devices receives lesser atten- 
tion, at least in the journals. When power generation catches up with 
the performance of the more -mature low -noise devices, the emphasis 
may shift again. 

In view of the break-throughs that have occurred in recent years, 
it may be timely to look again at the new devices, see how they work 
in elementary terms, and examine how far they have come in perform- 
ance. The list of new devices includes: 
1. Avalanche diodes 

2. Transferred -electron devices 

3. Microwave transistors 
4. Acoustoelectric amplifiers 

Because all of these devices have much in common, it seems worth- 
while to set forth the basics they share in a separate section to avoid 
repetition in the description of the new devices. Having done so, the 
individual devices will be described and then the performance of all 
will be discussed in a common section so that their performance may 
be compared. 

2. Some Basic Ideas Underlying the New Devices 

The new devices are constructed of semiconductors-a limited class 
of materials within the larger domain of solids. As the name implies, 
the electronic properties of semiconductors lie between those of in- 
sulators and metals. At zero degrees Kelvin they are insulators and 
at higher temperatures they acquire conductivity. Because the useful 
semiconductors are crystalline and of high purity, an electron moving 
freely through the crystal lattice sees a periodic electric field, i.e., it 
sees a field much like that seen by a wave packet moving through a 
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periodic filter network. The analogy is very close because an electron 
can be regarded as a wave packet (witness electron diffraction) with 
an energy' 

p2 

6= = 
2m* 

and momentum 

where 

p= 13, 

h = h/(27r) 

h = Planck's constant, 

m} = the effective mass of the electron, 

(3 = the phase constant of the electron. 

COND UCTION 
BAND 

2nd COND. BAND 

E¿ 

r\ VALENCE BAND 

k -110. 

Fig. 1-The band structure of semiconductor with two conduction bands. 

[1] 

Thus, when a solid-state physicist draws an w-/3 diagram for his 
"filter," he labels it an 6-K diagram (K is the phase constant in his 
nomenclature) as shown in Fig. 1. There are pass bands and stop 
bands, which the physicist calls the valence band, the conduction band 
and, in some semiconductors, higher conduction bands. The stop band 
between the valence band and first conduction band is called the band - 
gap, and the gap between the minima of the first and second conduction 
bands is called an excitation energy. In a semiconductor, the valence 
band is filled with electrons at zero degrees Kelvin and the material is 
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insulating because there are no unoccupied energy states in the valence 
band into which electrons can move as they try to acquire energy, and 
the conduction bands are empty. As the temperature is raised, some 
electrons in the valence band are thermally excited to the conduction 
band. These electrons can move because there are unoccupied energy - 
states above those they occupy. Furthermore, electrons in the valence 
band can now move into the "holes," unoccupied states, left by the 
excited electrons. The movement of the holes in the valence band as 
electrons move is tantamount to the movement of positive charges, 
called positive holes or, in the jargon, "holes." Thermal excitation is 
not the only way to get electrons into a conduction band or holes in a 
valence band, a matter to be discussed shortly. 

It will be recalled that the energy of an electron is given by 

p2 

6_ 
2m* 

[3] 

Now the bands are approximately parabolic about their minima and 
maxima so the effective masses in various bands are constant, ap- 
proximately, and their values are given by 

1 2026 

m* ap2 
[4] 

It follows that the "steeper" the parabola, the smaller the effective 
mass. Hence, if two conduction bands have different steepnesses, ex- 
citation of an electron from one band to another leads to an abrupt 
change in effective mass, an effect that is exploited in transferred - 
electron devices, so called because electrons are transferred from one 
band to another during operation. 

Whereas the 6-K diagram is useful in representing a semiconductor 
of uniform properties, it is less useful where the properties of the 
semiconductor are varied along its length to achieve particular useful 
effects. Then the customary representation is that shown in Fig. 2. 

Here, just the maximum of the valence band and the minimum of the 
conduction band are shown as a function of distance. Also shown are 
discrete energy levels immediately above the valence band, labeled NA, 
and immediately below the conduction band, labeled ND. These levels 
are produced by adding atoms with one less valence electron than the 
host crystal for acceptors and atoms with one more electron than the 
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FG 
NA -`` 

I VALENCE BAND 

CONDUCTION BAND 
ND 

Fig. 2-Energy diagram showing band edges versus distance. 

host crystal for donors. The acceptors take electrons from the valence 
band and leave holes behind, and the donors contribute their "excess" 
electrons to the conduction band, both at ordinary temperatures. If 
both acceptors and donors are present, electrons from the donors drop 
into the holes produced by the acceptors. The semiconductor is n -type 
(electron conducting) if the number of donors exceeds the number of 
acceptors and is p -type if the number of acceptors exceeds the number 
of donors; if the numbers of donors and acceptors are equal, the 
material is said to be compensated. Even then there will be a few holes 
in the valence band and a few electrons in the conduction band due 
to thermal excitation. 

As noted above, the utility of semiconductors arises in large part 
from the effects that result from tapering the properties along the 
length. The most useful "taper" is the p -n junction, and because its 
properties are utilized in a number of the new devices, and is the basic 
ingredient of transistors, it may be useful to review its properties. 
Such a junction is shown in Fig. 3. It consists of an n -type region and 
a p -type region meeting at the plane X = O. The donors and acceptors 
are shown as uniform and extending to the junction. Such a junction 
is called an abrupt junction to distinguish it from a tapered junction, 
which has properties different in detail if not in principle. It will be 

x=0 

Fig. 3-A p -n junction. 
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noted that the conduction bands of the two sides of the junction are 
displaced by the bandgap, approximately. This comes about because 
the electrons in the conduction band (and the holes in the valence band) 
are distributed in energy according to the Boltzmann law 

n=noexp {-kT} -noeYp { 
kT} 

where n = density of electrons at energy 

no = reference density, 

k = Boltzmann's constant, 

T = temperature, 

q = electron charge, 

V = voltage. 

6, 

[5] 

The density of electrons is high in the n region and low in the p region 
so electrons in the n region try to spill into the p region, but in so 
doing they set up a dipole field that reduces the spillover until the 
flows of electrons in forward and backward directions are equal. The 
dipole region (see Fig. 3) consists of a region X in the n region, which 
is depleted of electrons, and a region Xi, in the p region, which is 
depleted of holes. If the donor density in the n region is ND, the field 
in this region is given by 

DE NDq -=-, 
DX e 

[6] 

where a is the permittivity of the semiconductor. A first integration 
gives 

NIA 
E_ (X,,- X), 

e 

[7] 

so the field rises linearly from X. towards the middle of the junction, 
a property used in avalanche devices. A second integration gives 

NDq V- (X-X)2, 
2 [8] 
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so the total voltage drop on the n side is 

NIA 
V.= X2. 

2 
[9] 

Then the width of the depletion layer in terms of the voltage is 

12EV 
X _ , 

ND(' 
[10] 

and the charge "stored" is 

Q = NDgX _ V2ENDgV [11] 

Similar relations can be written for the p side, and when the relations 
for X, Q,,, X, and Qp are combined, the results are 

2ENAV 
X _ + 

ND(ND+NA)q 

Xy = 
2ENDV, 

, 

1 NA(ND+NA)q 

2ENAND4Vo 
and Q = 

ND + NA 

where V = total voltage drop 

= the contact potential. 

[12] 

[13] 

[14] 

If the junction is "back -biased to increase the potential barrier 
preventing the flow of charge, as in Fig. 4, the relations become 

2ENA ( V + Vo) 
X - 

ND (ND+ NA) q 

2END(V + Vo) 
X.= 

Nd ( ND + NA ) q 

[15] 

[16] 
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AN Dq(V 2cNAND9(V + Vo) 
and Q 

ND + NA 
[17] 

where Va is the applied voltage. Hence the widths of the depletion 
layers can be controlled by adjustment of the applied voltage V, a 
property used in avalanche diodes. Furthermore 

8Q cNANDq 
= C, 

DV 2(ND-}- NA) (V V,) 
[18] 

where C is the junction capacitance. The variation of C with applied 
voltage is the property exploited in varactors. 

Fig. 4-A back-biºsed p -n junction. 

When the junction is forward biased the barrier is reduced and 
electrons spill into the p region and holes spill (holes "spill" upwards 
in the energy diagram) into the n region. When an electron spills (is 
"injected" in the jargon) into the p region, a hole enters from the 
contact to the n region to maintain charge neutrality, so the electron 
is paired with a hole to maintain local charge neutrality. A hole in the 
n region is similarly paired with an electron. The pairs drift by 
diffusion or, if there is a field in the region, by field -induced drift. 
The drift velocity of a pair is that of the minority carrier (except at 
high injection levels) and is given by 

where 

v = µE, [19] 

µ = the particle mobility. 
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The mobility, in turn, is given by 

q 1F µ=--+ 
m* vr 

[20] 

where 1, = the particle mean -free -path, about 100-1000 lattice spacings 

v . = thermal velocity. 

It should be noted particularly that the mobility is inversely propor- 

tional to the effective mass. Hence the curvature of the bands dis- 

cussed in connection with Eqs. [3] and [4] is reflected directly in the 
mobility and it is the change in mobility from band to band that is 

exploited in transferred -electron devices; just how will be discussed 

later in the examination of individual devices. 

Pairs recombine in the course of time at a rate that depends ex- 

ponentially on time in the bulk semiconductor, so devices that depend 

on the transit of pairs between electrodes or opposed junctions, as in 
the transistor, must be made thin to minimize the loss of pairs by 

recombination. The current -amplification factor of a transistor, a, is 

directly proportional to the number of pairs that survive transit. 

If only neutral pairs move, how is current carried? The answer 
is: mostly by the majority carriers. Pairs increase the local con- 

ductivity so the voltage required to achieve a fixed current drops. The 

injection of pairs is like shorting out a part of a resistor. 

The minority -carrier devices comprise an important class of devices. 

However, they are not the only important class. In fact, most of the 

new microwave devices to be described are majority -carrier devices. 

3. Avalanche Devices 

In 1958, Read proposed a solid-state counterpart of Llewellyn's vacuum 

diode.'° Such a diode oscillator was first achieved by Johnston, 
DeLoach, and Cohen, although not quite in the form Read visualized.' 

The diode consists of a p -n junction with an n+ (plus for heavily - 

doped) contact on the n side. The doping of the p material is heavy 

enough relative to the n doping so that the depletion layer in the p 

material is thin (see Eq. [13]) and almost all of the voltage drop occurs 

in the n material. Now the trick is to choose the doping of the n 

material, its width W, and the operating voltage so that 
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Fig. 5-The distribution of electric field versus distance in an avalanche 
diode. 

1. The thickness of the n depletion layer approximately equals the 
width, 

I2c(V-Vo) X, II W [21] 

i.e., the diode is "punched through," in the jargon. 
2. The field at the p -n junction is the critical field E, for the forma- 

tion of electron-hole pairs by avalanche 

NDgW V 
E(w) _ -1--_E,, 

2 W 
[22] 

(the critical field in silicon is about 3.3 x 105 volts/cm) . Then the 
situation is as sketched in Fig. 5. 

When E has an ac component as in Fig. 6, pairs are generated on the 
positive swing. Now, the rate of generation is given by 

-II. 
t 

Fig. 6-The electric field E and injected current i(o) in an avalanche diode. 
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where 

an -= anvf(E), 
at 

n = electron density 

a = constant 

v = electron velocity 

f (E) = ionization function 

[23] 

The ionization function looks as shown ín Fig. 7. Because the rate of 

generation is proportional to the number already generated as well 

a 

f (E) 

Ec É 
Fig. 7-The ionization function for holes and electrons in a semiconductor. 

as f (E), the number of pairs builds up as shown by the lower curve 

in Fig. 6. Hence, the electron current "injected" into the depleted 

region (hole are collected immediately) 

i(o) = ngv8, [24] 

(where v8 is the saturation velocity) is approximately 90° out of phase 

with the voltage. Each electron crossing the diode produces a square 
pulse of current in the circuit that starts when the electron starts 
and stops when the electron is collected. This is easily seen from a 

simple-minded argument and Fig. 8. Suppose an electron moves a 

distance dx in a time dt between parallel electrodes separated a distance 

L and supplied with a voltage V. Then the work done on the electron is 

V 
w = qEdx = q - dx. 

L 
[25] 
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This energy must be supplied by the battery. Hence, 

or 

V 
g - dx = iVdt, 

L 

qdx qv i=-=-, 
Ldt L 

[26] 

[27] 

Fig. 8-A space -charge -limited diode showing the current in the external circuit as the result of charge movement within the diode. 

and the current persists as long as q or y does. The fundamental 
Fourier component of such a pulse is 

wT 
sin - 

2 

wT 

2 

where T is the transit time and the phase shift is 

wT _-. 
2 

[28] 

[29] 

So, if the avalanche produces a current with a fundamental component 

it - a V sin (wt -77/2) [30] 

at the junction, the current in the external circuit is 
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wT 
sin - 

2 a wT 
sin wt---- 

wT 2 2 

2 

aV 
_ --[(1 -coswT) sinwt - sinwTcoswt]. 

wT 

Hence the conductance of the diode is 

aV G=--(1- cos wT), 
wT 

which is negative, and has its maximum negative value when 

[31] 

[32] 

wT = Tr, [33] 

i.e., when the transit time is half an rf period. There are other ranges 
of wT where a large negative conductance occurs, namely when 

wT (2n + 1) a, n an integer, [34] 

but the wT in the denominator make these regions less favorable. 
Since the diode can provide a negative conductance, it can be used 

to produce an amplifier by cancelling out most of the loss of the 
passive circuit in which it is placed. Such amplification was achieved 
by DeLoach and Johnston.' Such were the avalanche oscillators and 
amplifiers until 1967. 

In April of 1967, Prager, Chang, and Weisbrod described a new 
avalanche -diode oscillator that operated in the UHF band, with 
spectacular output and efficiency; outputs of over 400 watts peak and 
efficiencies of 25 percent compared to usual values of a watt or less 
and efficiencies of a few percent.' They called the diode the "anomalous 
diode" because the name seemed singularly appropriate at the time. it is no longer anomalous, thanks to the work of Johnston, Scharfetter, 
and Bartelinke and Clorfeine, Ikola, and Napoli.' 

The basic concepts underlying the device are readily understood 
even though the detailed quantitative theory gets a little messy. The 
diode is again an n+ -n -p diode operated in a punched -through regime. 
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Suppose the field is as shown by Curve 1 in Fig. 4 at time t= 0 at 
which time a constant current density J is impressed. Then, since 

there are no carriers in the diode, the field must rise from its initial 
value as 

E=Jt, [35] 

since all of the current is displacement current. In time the field at 
X= W reaches the critical value E., Curve 2, and from there on the 

o x, w x* 
Fig. 9-The field distribution at successive times in the anomalous avalanche 

diode (trapatt.) 

point of intersection of the E curve with the E. line, Xs, progresses 
to the left with a velocity 

J 
v= . 

Np4 
[36] 

By making J large enough, this velocity can be made to exceed the 
saturation velocity of the holes and electrons generated at the crossing. I 

Hence, the intersection leaves a plasma in its wake and the field drops 
abruptly to a low value as shown by Curve 3. When the intersection 
reaches the n+ layer, ionization stops and the diode is left with a 
very low voltage across it. As holes and electrons drain out of the 
plasma, holes to the right and electrons to the left, the plasma dis- 
appears, the voltage rises again and the field approaches the initial 
value. The slow draining accounts for the relatively long "transit 
time." The behavior is reminiscent of the "sawtooth" generator of 
some years ago using a gas -discharge tube. E. M. Leyton (a friend 
of the people involved) went a little further and remarked that the 
"boys" have apparently invented a solid-state spark -gap. None -the -less, 
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because of the low voltage drop through the plasma, the diode can be 
very efficient in a circuit that shapes the current waveform properly. 
For example, suppose the current and voltage both could be made 
"square." Then the efficiency would be 

8 
1=-^..81% 

7,2 
[37] 

assuming the plasma voltage drop to be zero. It is known experiment- 
ally that support of the fundamental and certain harmonics by the 
circuit is necessary for high -efficiency operation. Some of the circuits 
that achieve high efficiencies seem superficially simple yet cold -probe 
measurements show that they present high reactances to a variety of 
higher harmonics.10 It may be that a practical compromise between 
efficiency and circuit complexity has been reached; a more elaborate 
circuit might be impossible to tune in service. 

Very recently a new diode oscillator, called the baritt for "barrier 
injection transit time,"* has appeared." It is not an avalanche diode, 
but is made of silicon and is closely related to the avalanche diodes 
discussed above. Hence, it is described here, rather than in a separate 
section. In operation it comes closer to the Llewellyn diode than does 
the Read diode. 

The diode is of n -type silicon with metallic contacts, so each end 
has a Schottky barrier layer as shown in Fig. 10a.12 Platinum con- 
tacts, sintered to form a platinum-silicide interface, are used. The 
heights of the end barriers are shown in the figure as (pi and 
P2, which may be equal. When the diode is back -biased to punch - 
through by a voltage V, as in Fig. 10b, the height of the barrier at 
the right-hand side is reduced by Schottky effect to 92." The Schottky 
relation for the reduction in p is 

09° _ V9E, [38] 

where E is the field, so the current rises as 

9El i= io exp [39] 
kT 

* One of these days, the ingenuity in coining acronyms will exceed that of the invention. 
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a very steep rise. Now the arguments adduced for the avalanche diode 

apply. The injected current, in contrast to the avalanche diode, is in 

phase with the voltage, so that Eq. [30] becomes 

i = aV sin wt. 

METAL 
(PtSI) 

n -SILICON 

CONDUCTION 
BAND 

VALENCE 
BAND 

4, 

(a) 

(b) 

M TAL 

(PtSI) 

[40] 

Fig. 10-(a) The band structure of a baritt without bias and (b) the band 
structure when back -biased. 

Eq. [31] becomes 

wT 
sin 

i -aV- -sinw(t - 
2 

I, 

2 \ / 

and Equation [32] becomes 

sin wT 
G=aV 

(VT 

[41] 

[42] 
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Hence the maximum negative conductance occurs at 

37r 
ad' =-, 

2 

instead of at 

[43] 

c,T= [44] 

as in the avalanche diode. 
The advantages of the baritt are that it is simple and cheap and, 

more important, since it does not involve avalanche, which tends to be 
noisy, its noise should be about 20 dB less than that of an avalanche 
diode. 

In closing this section, it should be noted that both silicon and 
gallium arsenide have been used for the construction of avalanche 
diodes, and all are majority -carrier devices. Furthermore, since they 
operate under punched -through conditions, they are space -charge - 
limited devices. 

4. Transferred -Electron Devices 

The transferred -electron devices, like the avalanche diodes, were dis- 
covered on paper before they were realized in the laboratory. In fact 
it took a little time before it was demonstrated that what happened 
in the laboratory was indeed what had been predicted on paper. 

In 1961 Ridley and Watkins predicted that a semiconductor with 
two conduction bands would yield a negative resistance. They also 
predicted that in the negative resistance regime a perturbation would 
make electrons cluster to form "domains" instead of dissipating as 
in normal diffusion. In 1962, Hilsum predicted that the negative 
resistance would start at a field of 3200 volts/cm in gallium arsenide 
(GaAs) and that it could be used to produce what he called transferred - 
electron oscillators and amplifiers (TEO's and TEA's).15 

A year later Ridley elaborated the theory and computed the move- 
ment of his domains.'° That same year Gunn, in the course of measure- 
ments on gallium arsenide, found coherent microwave oscillations and 
a year later measured the movement of domains by a probe technique." 
Kroemer pointed up the connection between the Gunn effect and the 
work of Ridley, Watson and Hilsum, then Hutson, Jayaraman, Chyno- 
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weth, Cornell, and Feldman wrapped it up by measuring the change 
with pressure in excitation energy between conduction bands. -1e" 

So much for the background, for the moment at least, and on to 
the devices. The basic current -voltage characteristic of the device is 
shown in Fig. 11. (The abscissa is E, the voltage per unit length, 
instead of the voltage itself). The characteristic may be constructed 

1 

Fig. 11-The current-electric-field characteristic of a double -conduction - 
band semiconductor. 

of two straight lines, the first with a slope g1 corresponding to having 
all of the electrons in the first band, the second with a slope g2 (about 
1/20 of gi) corresponding to having all of the electrons in the second 
band, and a transition between the two starting at the excitation 
field E. The transition occurs as more and more of the electrons are 
transferred to the upper band. The transition starts just where 
Hilsum said it would. The characteristic is difficult to measure be- 
cause of the instabilities that set in when the field exceeds EO and 
the differential conductance becomes negative. 

As noted earlier, the first oscillator operating on this characteristic 
was achieved by Gunn. An amplifier operating on this character- 
istic was achieved by Thim, Barber, Hakki, Knight, and Uenohara in 
1965.20 Since then, transferred -electron oscillators and amplifiers have 
proliferated as have the papers, or at least the Letters to the Editor, 
describing them. So, at this point, the writer has chosen to be 
arbitrary and to select a few papers that seem to him to be particu- 
larly noteworthy out of the many published. 

The bandgap E, in gallium arsenide is about 1.4 electron volts, and 
the excitation energy from first to second conduction band E, (Fig. 1) is 
about 0.36 electron volt. 
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The first is a substantial paper on the theory of negative con- 
ductance amplification in "two -valley" semiconductors." The next two 
papers relate to the formation of domains in "two -valley" semicon- 
ductors and a new way of avoiding them.2t23 As noted earlier, Ridley 
and Watkins predicted the formation of domains in the presence of a 
perturbation. Since an rf signal is a perturbation, it can lead to the 
formation of domains. Suppose a domain forms at the cathode of a 
diode on the positive swing of the rf voltage. The electrons in the 
domain are in the second conduction band where the conductivity is 
low, so most of the applied voltage appears across the domain, as in 
Fig. 12. As a result, the field drops below critical elsewhere and 

DOMAIN 
-VA 

CATHODE ANODE 

Fig. 12-The voltage distribution in a double -conduction -band semiconductor 
in the presence of domain. 

nothing new happens until the domain drifts to the anode and disap- 
pears there. Then things can start over. The result is that the fre- 
quency of operation is determined by the transit time of the domain. 
It would be advantageous to remove this restriction. This is done by 
taking advantage of the time of the formation of a domain. The 
electronic relaxation time is 

E E 

T = -= , 

nqµ 

where (as a reminder) 

= permittivity, 

= conductivity, 

q = electron charge, 

n = electron density, 

µ = electron mobility. 

[45; 

Now, an electron moves with saturation velocity v8 at the high fields 
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used in these devices. Hence, in a relaxation time an electron moves 
a distance 

Ev8 

l=v8T= . 

ngµn 

So, if the device has a length l and 

(vs 
nl > - cm -2 , 

wlAn 

a domain can form and if 

eV. 
nl <- CM -2 , 

fill 

[46] 

[47] 

[48] I 

a domain cannot form. The "magic number" for gallium arsenide is 

eV, 
-.--, 1012. 

ghIn 

[49] 

If nl is kept less than 1012, the entire bulk of the semiconductor dis- 
plays a negative conductance, and devices with more than an octave 
of tuning range or bandwidth are possible. Perlman has recently 
described a transferred -electron amplifier with a bandwidth of 4 GHz 
at a 9 GHz center frequency.=' 

In 1966 Copeland found another way of operating which he called 
the Limited -Space -Charge -Accumulation Mode (LSA mode)." The 
scheme consists in biasing the diode far beyond the critical field, in 
the valley of Fig. 11 or beyond, and then operating with a voltage 
swing that carries the voltage below the peak of the curve on its nega- 
tive excursion. The frequency must be high enough so that a domain 
cannot form during its two excursions per cycle through the negative - 
conductance region. Hence, the diode delivers a high current during 
the negative rf voltage swing and a very small current during the 
positive swing. If the diode were a vacuum triode or tetrode, this 
manner of operating would be called Class B or Class C operation, 
depending on the bias point. The thing that makes this mode of 
operation possible is the voltage swing below the critical voltage. 
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Below the critical voltage the electron relaxation time is very short, 
roughly 1/20 of that at high voltage, so any incipient domain is 
quenched every cycle. Hence the condition for LSA operation is 

where 

or 

1 

T1«-«T2, 
f 

T1 = relaxation time in band 1, 

T2 = relaxation time in band 2, 

n 
1.4 x 103« - 2 X 105 cm -3 sec 

f 

[50] 

[51] 

for gallium arsenide. As with all Class B or C operation, the efficiency 
is high compared to "Class A operation" where the diode is biased in 
the negative -conductance region. 

This mode of operation was seen by Fukui and Copeland in 1966,22 
and in 1967 Kennedy and Eastman" obtained the remarkable result 
of 33 watts peak power output at X -band with an efficiency of 3.4%. 
Because of the extremely high power density in LSA operation at the 
high power of which the mode is capable, the duty cycle must be 
kept low. 

Since this section started with Hilsum, it seems appropriate to 
end it with him also; recently he and Rees proposed the three -level 
transferred -electron oscillator.25 It works.26 

5. Microwave Transistors 

Transistors have been around a long time and the literature on them 
is massive. Therefore, only some aspects pertinent to microwave 
operation will be noted, as much to point up some of the problems that 
confront the transistor designer as anything else. 

a. The Overlay Transistor 

In principle, the bipolar transistor is very simple. It consists of two 
junctions back-to-back, one serving to inject carriers into the base 
region, the second to collect the carriers that have transmitted the 
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base. Because the collector can be back -biased to a high voltage, it can 
tolerate a large voltage swing, so with a high -impedance load, power 
gain is obtained. There the simplicity ends. 

IB 

I IC 

COLLECTOR 

Tw BASE 
EMITTER 

}It 

Fig. 13-A basic n -p -n transistor, common -emitter connected. 

Consider an n -p -n transistor in a common -emitter circuit as shown 
in Fig. 13. When an electron is injected into the base, a hole joins 
it via the base connection to maintain charge neutrality. When the 
electron leaves the base and enters the collector, a hole leaves the base 
via the base lead. The result is a pair of pulses of base current 
separated by the transit time T as shown in Fig. 14. These pulses 
constitute that part of the base current that arises from high -frequency 
effects (recombination of holes and electrons in the base also give rise 
to a base current). In the rf case, an injected current of 

i=i sin tilt 

in similar manner gives rise to a base current 

iB=i sin cot -i sin 0,(t-T) 
LoT 

C ) 
=2i sin - cos t, t-- 

2 2 

IB 

[52] 

[53] 

Fig. 14-Base-current pulses in a transistor with large base transit time. 
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For small transit angles, in -going and out -going currents cancel, but 
with a transit angle of 180° the base current becomes twice the 
injected current and the driving power becomes high. The obvious 
way to minimize the problem is to make the base thickness W small. 
The electrons mope through the base with a velocity 

where 

Dan D 
v= 

nax W 

D = electron diffusion constant 

n = electron density. 

Hence the transit time is 

W W2 T=-=--, 
v D 

[54] 

[55] 

so reducing W pays off fast. There are limits on how far W can be 
reduced. For one thing, if the transistor is to operate with a high 
collector voltage, W must be large enough to prevent punch -through. 
In practice, W is reduced to a micron (10-4 cm) or less. Then con- 
nection to the base becomes mechanically difficult, so the emitter is 
formed by diffusing an n -type "dot" into the base as shown in Fig. 15. 

c 

Ig - 

Fig. 15-A basic n -p -n transistor with diffused emitter, showing base -current 
flow. 

Now, emitter and base connections can be made in the same plane, a 
distinct mechanical and electrical advantage. But now the base current 
flows radially along the emitter depletion layer and the voltage drop 
from edge to center "debiases" the center, so most of the injection 
takes place at the periphery of the dot. The result is an injection area 
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confined to the edge of the dot and a dead -head capacitance comprising 
the entire dot. The way to fix this unfavorable situation is to reduce 
the size of the individual dot and use many of them in parallel to 
maintain the desired current level. The result is the "overlay" 
structure shown schematically in Fig. 16." 

BASE 
FINGER 

INSULATING 
OXIDE 

n n 

COLLECTOR 

Fig. 16-An n -p -n transistor with overlay structure. 

The RCA 40341 UHF transistor, using this structure, has 180 dots 
on 0.004 -inch centers with a TV of 0.070 inch. The small size of the 
structure and the tolerances required attest to the tremendous tech- 
nology transistor engineers have developed. 

While some high -frequency problems in bipolar transistors have 
been touched upon, not all have been, particularly the effects of high 
injection levels, which lead to base -widening and a variety of other 
effects. Many of these effects have not been studied to the point where 
a design procedure for circuits to utilize the transistor is available; 
so the best way to design a circuit is to set up the transistor in a 
circuit with enough degrees of freedom to obtain optimum performance 
at the required drive level, then remove the transistor and measure 
the impedances presented to the transistor by the input and output 
circuits. The procedure may sound inelegant but it works. 

b. The Field -Effect Transistor 

Recently there has been considerable interest in the field-effect 
transistor (FET) as a low-level, low -noise amplifier at microwave 
frequencies. Since the FET is a majority -carrier device, its electronic 
speed of response should be the electronic relaxation time 

E T=-, 
a 

542 RCA Review Vol. 32 December 1971 



AMPLIFICATION-MODERN TRENDS 

about 10-12 sec for a conductivity a of 1 ohm -cm. Regrettably, the 
electrodes hung on the semiconductor seem to reduce the maximum 
frequency at which gain is obtained. 

GATE 
DEPLETION LAYER 

Fig. 17-A field-effect transistor with a Schottky -barrier gate. 

The basic structure is as shown in Fig. 17. It consists of a bar of 
semiconductor, usually gallium arsenide because of its high mobility, 
on an insulating substrate, with a contact at each end and a plate on 
top. The contact at the left in the figure is the cathode, called the 
source, that on the right is the anode, called the drain, and the elec- 
trode on top is called the gate and the semiconductor beneath is called 
the channel. When biased negative, the gate becomes insulated from 
the semiconductor by a depletion layer. When the gate is made more 
negative the barrier layer widens, reduces the channel conductance, 
and ultimately cuts off the channel; and in this way control is achieved. 
The drain current isle 

where 

V, 1 2 
ID= GVp ---- , lVdI > V-VnI, [56] 

Vp 3 3 VP 

wb 
G = -= channel conductance. 

lPo 

Po 
V, = b2 = punch -through voltage 

2cµ 

Po = resistivity, 

V = gate voltage, 

Vd= drain voltage, 

l = length, 

b = thickness, 

w = width. 
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imposed on the medium, and the equations are solved for the apparent 
dielectric constant c', then 

D k2 
_ -= E 

E 
1+ 

v8 

e2 
where k2 = -= electromechanical coupling coefficient 

c8 

v8 = velocity of sound 

[62] 

It will be noted that if y is made just a little larger than v8, the 
dielectric constant becomes negative and one might expect something 
strange to happen. It does; if the velocity y is that of an electron 
stream that interacts with the piezoelectric field, the damping constant 
in the stream becomes 

1 v wi - - k2 -- 1 - 
2 v8 

n ~ 
, 

(:._ i+((i 
+ 

,2\z 
v8 w wl;wD 

[63] 

where wD = v2/D = diffusion frequency, 

wR = v,/, = electron relaxation frequency. 
Hence the attenuation constant becomes negative when the electron 
velocity exceeds the sound velocity, so the wave grows. It was noted 
above that the experiments matched theory and they did in considerable 
detail : 

1. The shapes of the curves of attenuation versus drift electric field 
matched theory. 

2. The onset of amplification occurred at the expected electric field. 
3. The maximum amplification occurred at the expected electric field. 

The whole study was impressive and had many practical implications; 
the idea of a compact electrically variable delay line, particularly with 
gain, was enthralling. 

However, coupling in and out with wide -band couplers proved 
formidable and terminating the sound waves at the ends proved equally 
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formidable. So now effort concentrates on passive delay lines using 
surface waves instead of bulk shear waves. Lithium niobate (LiNbO3), 
because of its relatively low attenuation, is a favored material. Surface 
waves are easily quenched with a drop of fluid, such as acetone, or 
with Teflon. The wide -band coupling remains to be achieved. 

Fig. 18 reminds me of a matter relating to traveling -wave devices 
which I mention with diffidence because it may seem trivial, yet I have 
seen such diagrams, with one line indicating input and another indi- 
cating output, misunderstood and misinterpreted. Consider the travel- 
ing -wave amplifier of Fig. 19. It has input and output couplers and 

IN OUT 

-IL 

ri _II+ 
V 

Fig. 19-Schematic representation of a traveling -wave amplifier. 

passes a dc current I, so electrons move from input to output. Con- 
servation of charge requires that 

aja ap ----=0, [64] 
ax at 

where jx = current density, 

p = charge density. 

But, Gauss says 

so 

DE 
P=E- 

ax 

aja a=E 
-+e -0, 

ax axat 

[65] 

[66] 
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which is integrable 

aE 
jx 4- e -= a constant in x= I/A 

at 
[67] 

where A is the cross-sectional area of the device. Suppose, jx consists 
of a de component, ja, as it must, and an ac component j1. Then 

jo=l/A 
DE 

j1+E-=. 
at 

[68] 

[69] 

Now, suppose the traveling -wave gain mechanism makes the convection 
current j1 grow exponentially; 

7a = 7roeax 

Then, the displacement current must go as 

[70] 

DE 
E -_ -jxoeax [71] 

at 

Now, the trick is to make input and output couplers that couple to 
only one component of the current. In practice, this is usually the 
convection current. Then there will be gain between couplers, even 

though the battery circuit doesn't know anything is going on. 

7. The State of the Art 

In assembling material for an assessment of the state of the art, the 
writer has relied on his own files and the files of co-workers who have 
kept abreast of progress in their own fields of interest. His own files 

consist in the main of charts, such as Fig. 20, to which points are 
added when new data are published, so that he can see at a glance 
the likely impact of new developments. To trace all of these data back 
to their original sources at this juncture would be an impossible task 
and would burden the paper with an enormous bibliography. Further- 
more, the writer has been selective in his choice of data; all data on 

similar devices must conform to a pattern, any reasonable pattern, so 

that the data show a certain amount of self -consistency. He has had 
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the experience of designing equipment around a statistical fluctuation 
that turned out to be somewhat remote from the norm for a production 
run and would not wish anyone else a similar experience. Hence the 
data presented may show a tinge of conservatism. 
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Fig. 20-The performance of power generators, vacuum tube and solid-state, 
versus frequency. 

a. Power Generation 

In his 1960 paper, the writer adduced arguments that the power output 
of any single device is circumscribed by fundamental limits to' 

2 
Po=j2 

áa,C 

where Pa - power output 
j - current density 

[72] 
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= wavelength of operation 

Ow = 27r X the bandwidth 

C = output capacitance per unit area as determined by 
space -charge considerations. 

This is the well-known "Pf2" law. With the development of high - 
convergence electron guns for beam tubes, the current density may be 

determined by the field the device can tolerate rather than by the 

cathode itself. Then Eq. [72] may be written in another form which 

has the additional advantage that it applies equally to solid-state 

devices. The current density in a space -charge -limited device may be 

written" 

where 

CV eEu j=-=-, 
T 7' 

( Y4 CvuEu, for a vacuum device, 

{l i/3 CvEM, for a solid-state device, 

C = capacitance per unit area, as before, 

e = permittivity, 

Eu = maximum tolerable field, 

vu = maximum electron (or hole) velocity, 

T = transit time, 

[73] 

all under space -charge -limited conditions. Insertion of a combination 

of the above relations for j into Eq. [72] and reducing x to A/2, a more 

stringent limitation on moding, gives 

c2 w V 0Eñ¡2 
Pof2 5 , 

16z1,w wT 

where Eo = permittivity of free space, 

c = velocity of light. 

[74] 

The frequency and bandwidth are given by systems requirements; 
they are specifications to the device man. The transit angle, wT, must 
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be of the order of unity at most to obtain efficiency. The maximum 
velocity is determined by the medium 

e for vacuum devices, 
vu 

ve for solid-state devices, 

where 

v = saturation velocity -107 cm/sec, 

and the maximum tolerable field is 

Em.-- 105 volts/cm 

for both tubes and solid-state devices. Hence, one would expect the 
ultimate ratio of power from a single solid-state device to that of a 
single vacuum device to be 

P88 

Pvn 

1 r -X 10-3 . 

3 
[75] 

At the higher frequencies, Eq. [74] breaks down because circuit 
losses widen the bandwidth beyond that stipulated by systems re- 
quirements and the load is adjusted for maximum power output re- 
gardless of bandwidth. Then Eq. [74] becomes 

C2 co vmEm2 
Pof°/` 

64(2r,)2 E K 
[76] 

where K is the factor that relates circuit resistance to frequency 

r = Kf112, 
[77] 

a skin -effect formula, so K embodies the properties of the materials of 
which the circuit is built and its geometrical configuration. As it 
turns out, Eq. [74] is valid up to about 30 GHz, and Eq. [76] above 
30 GHz (see Fig. 20).* 

The top curves in Fig. 20 show the performance of a variety of 
tubes: klystrons, magnetrons, and traveling -wave tubes. All have been 

Eq. [74] may apply to lasers as well. This possibility is explored in 
Appendix A. 
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brought to comparable states of performance. The topmost point is a 
"spectacular" but is included because it is the highest power reported 
and lies within gunshot of the value predicted by Eq. [74].'4 At the 
lower frequencies, the cw power available is about 

Pof2 = 104 kW(GHz)2 [78] 

an advance of about 102 over the situation ten years ago. In addition, 
there is remarkable progress at the higher frequencies, extending into 
the millimeter -wave range. 

The power output of solid-state devices lies below that of vacuum 
tubes by a factor of about 100. If Eq. [75] is to be believed, the dis- 
parity will not shrink by more than a factor of about 10s. The most 
spectacular of the solid-state devices with respect to power are the 
LSA devices. However, as noted earlier, because of the high power 
densities in this mode of operation, duty cycles must be kept low, of 
the order of 10-6. Above 10 GHz they have been operated under cw 

conditions and the plot looks like it might turn out to be Pf2/2; it is 
too early to say. Silicon avalanche diodes have high efficiencies, 
particularly in the anomalous (trapatt) mode, and their performance 
as cw devices at the higher frequencies is also impressive in terms of 
power at frequency. The gallium arsenide TEO's lie a little below the 
silicon devices in the figure. However, power output is not the only 
measure of utility and, if they are indeed less noisy than the avalanche 
diodes, they may well take over local oscillator applications. Transistors 
have the advantage that they are three -terminal devices at the outset, 
so their application as amplifiers is straightforward. 

All of the oscillators can in principle be made into amplifiers by 
overloading the circuit so the negative resistance of the device falls 
just short of cancelling the circuit loss. This manner of operation used 
to lead to awkward circuits, but the invention of a compact microstrip 
circulator has made the separation of input and output simple and 
elegant.' The wide bandwidth available from TEA's makes them con- 

tenders with traveling -wave tubes and a considerable part of the micro- 
wave spectrum has already been covered by such devices, in the main 
by Fred Sterzer and his co-workers at RCA, Princeton. The coverage 
is shown in Fig. 21. 

So much for power generation. 

b. Small -signal devices 

While the major effort has been devoted to power generation the past 
ten years, there has been some progress on small -signal devices. Some 
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Fig. 21-The power output of a group of transferred -electron amplifiers 
versus frequency to show the frequency coverage. 

of the older devices, notably the parametric amplifier and tunnel -diode 
amplifier, have matured and are in service. The field-effect transistors 
for microwave frequencies are still pretty much in the laboratory, but 
show great promise. The good old standby, the "crystal mixer," con- 
tinues to improve as the cutoff frequency is pushed upward, and its 
performance, even at 90 GlIz, is respectable. 

The crucial characteristics of a small -signal amplifier are its gain 
and noise figure, the former because it determines the contribution of 
the following amplifier stage to the overall noise figure. To display 
the noise properties of the older, mature devices and of the new devices, 
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Fig. 22-The noise performance of a number of low -noise devices; para- 
metric amplifiers, tunnel diodes, field-effect transistors and diode 
mixers. 
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their noise temperatures have been plotted versus frequency in Fig. 22. 

As is customary, the noise temperatures have been computed from 

TN=T°(F-1), 
where TN= equivalent noise temperature, 

To= reference temperature (300°K in this case), 

F = noise figure. 

At the left in the figure is shown the noise temperature of galactic 

noise sources versus frequency; on the right, the noise temperature of 

the atmosphere with its two "windows" below 100 GHz. As is well- 

known, noise temperatures below these curves buy nothing in per- 
formance for upward -looking applications and noise temperatures below 

300°K buy nothing for links where the signal must traverse the 
atmosphere. 

1. Parametric amplifiers 

Parametric amplifiers find their major application in satellite com- 

munication links where their outstanding performance really pays off. 

Uncooled parametric amplifiers achieve noise temperatures of about 
100°K in S -band to X -band; and cooled amplifiers have noise tempera- 
tures of about 30°K in the same bands. The development of compact 
cryogenic refrigerators has made the cooled amplifier practical. The 

result of such cooling is the low noise figure and a stable amplifier, 
whereas an uncooled amplifier must be temperature compensated to 

keep the noise temperature from wandering. S- and K -band points for 
cooled and uncooled amplifiers are shown in Fig. 22. Between the lines 

connecting the pairs of points is a point for an uncooled amplifier 
pumped at a very high frequency (about 60 GHz). As stable high - 
frequency local oscillators of adequate power become available, noise 

temperatures may well drop even lower. 

It is noted in passing that a parametric amplifier is itself a re- 

frigerator. A thermodynamic derivation of the noise temperature of a 

parametric amplifier appears in Appendix B. 

2. Tunnel -diode amplifiers 

A plot similar to Fig. 22 ten years ago showed just one point on a 

tunnel -diode amplifier with a noise temperature of about 1200° at 4.5 

GHz. Now tunnel -diode amplifiers have been operated up to about 18 
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GHz. As shown in Fig. 22, their performance is adequate for earth- 
bound links up to about 10 GHz and exceeds the performance of diode 
mixers up to the top point at about 18 GHz. 

Thus the tunnel -diode amplifier is a simple and adequate amplifier 
for many applications, for example, weather radars. 

3. Field-effect transistors 

The performance of a few experimental field-effect transistors is shown 
in Fig. 22 by points that lie just above the tunnel -diode curve. The 
noise performance does not yet match that of tunnel -diode amplifiers 
except at frequencies below one GHz or so, but they are three -terminal 
devices, so require no circulator, and time may well improve their 
performance considerably. 

4. Diode mixers 

The topmost curve in Fig. 22 shows the performance of commercially 
available diodes as mixers. At 10 GHz they are matched by experi- 
mental field-effect transistors and outperformed by tunnel -diode ampli- 
fiers. But, as usual, at the frontier of the spectrum they stand alone, 
as they always have. 

5. Acoustoelectric amplifiers 

There is nothing to say except that they have been made to amplify. 
The principal immediate result of the work may well be the interest in 
surface waves and their application in delay lines and other signal - 
processing devices. The problem of broad -band coupling to signals of 
such minute wavelength (about 10-4 cm at 1 GHz) is formidable. 

In the foregoing, nothing has been said about masers. Their role 
as low -noise amplifiers seems to have been preempted by parametric 
amplifiers in commercial service and they are to be found largely in 
radio telescopes where the ultimate in noise temperatures is required. 

8. Conclusion 

The past decade has brought remarkable progress in a number of areas: 
1. The power output of transmitting tubes has increased about two 

orders of magnitude. This has been the result of refinement in engineer- 
ing; no new principles of operation are involved. 

2. Solid-state power sources, which were not even discussed in 
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a similar paper ten years ago, now dominate many applications up to 
L -band and they have been pushed up in frequency to about 100 GHz. 
There are a variety of such devices : transistors, avalanche diodes, 
transferred -electron devices, and now the baritt. It will take time for 
each to find its proper applications. 

a. Transistors seem to be bogging down at about X -band. Hope- 
fully, this is temporary. 

b. Avalanche diodes in the anomalous (trapatt) mode dominate 
in pulse applications below C -band. Transferred -electron devices 
in the LSA mode do not produce the average power required in 
many applications. 

c. Transferred -electron devices in the stable mode show promise 
of displacing traveling -wave tubes at modest power levels. Their 
bandwidth is impressive. 

3. In the low -noise field, the promises of ten years ago for tunnel - 
diode and parametric amplifiers have been fulfilled in major part and 
they have found their role in communications. The field-effect transistor 
is beginning to challenge the tunnel -diode amplifier and it would oc- 
casion no surprise to the writer if it matched or overtook the tunnel 
diode in a few years. The crystal mixer, like the super -regenerative 
receiver, will always work when nothing else does. 
It has been a fruitful decade. 
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Appendix A 

This appendix is devoted to an heuristic derivation of the formula 

Pf2 0 

c2 w v3l Em2 

16 Ow wT 
[74] 
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in a form that permits its application to lasers. The result is then com- 

pared with the performance of lasers. 
Consider a diode of length 1 and cross section A through which pass 

particles of density n per unit volume at an average velocity v. In the 
course of transit each particle gives up an energy DE, of uncertain 
amount, which appears as power output. Then the power output of the 
device is 

Po = Avn.,E. [79] 

All that is known of OE is that it satisfies the Heisenberg uncertainty 
principle, i.e., 

áEát = h/27r, 

where át = the uncertainty in time at which DE is given up, 

h= Planck's constant. 

Then 

Avnh 
Po= 

27rát 

[80] 

[81] 

If this is multiplied, top and bottom, by the frequency y (f in engineer- 
ing nomenclature), the result is 

Avnh v 

Po= . 

27rvt 
[82] 

Now, the uncertainty in time is measured by the spectral linewidth of 
the emission, so 

át áv 

T y 

where áv = line width 

T=l/v 
= average transit time 

[83] 

[84] 

RCA Review Vol. 32 December 1971 557 



Hence 

where 

Avnhi 
po = 

2rT, v 

v Avnhv 

1v 2avT 
[85] 

AnvhA 
1.86] 

27r TAÁ 

A = c/v = wavelength of the emission 

Eq. [85] is the form in which the formula will be checked against laser 
performance. 

To obtain Eq. [74] consider Eq. [84]. Write 

A = (A/2)2 = (c/2f)2, [87] 

and 

y - vd1/4, [88] 

as in Eq. [74], and express the energy density in electrical terms 

nhv = EE2 [89] 

Then 

e2 v y¡EE2 
pof2 ,.. 

16,w wT 
[90] 

which is Eq. [74]. 

Now consider Eq. [85] again to derive the laser equation. The 
laser current density is 

J = nqv, [91] 

where q is the particle charge, so 
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nv = J/q. [92]; 

In terms of J, Eq. [85] becomes 

Jha 
Po = A [93]; 

2rT qA,A 

Now consider three lasers in turn; a GaAs injection laser, a CO2N2Ne 

laser and a YAG laser. 

a. The GaAs Laser 

The emission wavelength and line width of a particular GaAs laser 

are shown in Columns 1 and 2 of Table 1. The operating current 

density and junction area are shown in Columns 3 and 4. The transit 

Table 1-Lasers 

Column 1 2 3 4 5 6 7 

Quantity A ..1A J A T P. P. 
Cale Meas. 

Units A A A/cm2 cm2 Sec. Watts Watts 

GaAs 9000 2 5X104 5 X 10-4 5 X 10-12 16 10 

CO2N_Ne 10570 10 3 X 10-2t 1 10-70' 102/m 75/m 

YAG 10650 3 5 X 10111 10-1 2 X 10-4 530 200 

Per mean free path 
1 At 1000 volts/cm 
1J=nqC 

time (Column 5) ís the junction thickness divided by saturation 

velocity; 

10-4 
T - = 5 x 10-12 sec. [94] 

2 x 107 

Substitution of the quantities in the first five columns in Eq. [92] yields 

Po = 16 watts. (Column 6) . 

The measured value was 

Po = 10 watts. (Column 7) . 
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b. The CO2N2Ne Laser 

Consider the laser as a series of diodes each having a length equal to 
the ionization distance. The ionization potential is about 20 volts and 
the ionization distance is about 1/50 centimeter." Hence, the electric 
field should be 

E = 20 x 50 = 1000 volts/cm, 

which is indeed the operating voltage. Again, the operating parameters 
are shown in the first four columns of Table 1. The transit time per 
ionization length is 

L 
T=- [93] 

V 

where v is the average electron velocity for a "hot" electron 

and 

qEL EL 

2m 

L = ionization distance, 

E = electric field strength 
m = electron mass 

[94] 

Substitution of the values cited above in Eq. [93] and [92] gives 
T - 10-10 sec. 

Then substitution of all pertinent values in Eq. [82] gives a calculated 
value for the power output of Po = 100 watts per meter (Column 6) 
against a measured value of Po = 75 watts per meter (Column 7). 

c. The YAG (ND3+:Y3AI5O12) Laser 

The only particles that move in a YAG laser are photons, so the 
computation of the current gets a little tremulous. But since this 
computation ís heuristic at the outset, assume the current is the 
doping density times the velocity of the photons (the velocity of light) 
times the electronic charge 
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J = nqC, 

=1020 x 1.6 x 10-19 x 3 x 1010 

-5 x 1011 amp/cm2. [95] 

The pertinent operating data are shown in Table 1, as are the calculated 

power output 

Po = 530 watts, 

and the measured value 

PO = 200 watts. 

Appendix B-The Parametric Amplifier as a Carnot Engine 

As ís well known, the noise temperature of an ideal parametric 

amplifier is 

we T=-Ti, 
óli 

[96] 

where w8 is the signal frequency, wi is the idler frequency, and T, is 

the temperature of the idler circuit." Since T can be made less than Ti 

by making the idler frequency higher than the signal frequency, the 

device, so operated, is obviously a refrigerator. If so, it should be 

amenable to thermodynamic treatment in the manner of Einstein for a 

system with a single degree of freedom and of Nyquist for a system 

of many degrees of freedom."'" 
So, consider an electrical Carnot engine in which changes in intrinsic 

energy are given by40 

where 

dU = TdS - 51dQ, [97] 

T = temperature, 

S = entropy, 

= electrical potential, 

Q = electrical charge. 
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Then the Carnot cycle looks as shown in Fig. 23. Along the isothermals 
T1 and T2 

¢bQ = RT, 

the gas law, where R is the gas constant. Along the adiabatics Al 
and A2, 

¢ = Qy = constant, [98] 

where y is the ratio of the specific heat at constant ¢, Co to the specific 
heat at constant Q, CQ. 

4> 

i 

Q 

Fig. 23-Carnot cycle of a parametric amplifier. 

Consider points 1 and 2 in the diagram. At point 1 

451Q1 = RT1 

at point 2 

02Q2 = RT2. 

Because points 1 and 2 are connected by an adiabatic 

CI)1Q1y = 02Q27 

[99] 

[100] 

[101] 

I 

I 
1 

i 

I 

I 

I 
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In a one-dimensional system, one-dimensional in the sense that only 
current flow along the length of a conductor is significant, ¢ and Q 
are connected by 

Q=CO, 

where C is a capacitance. Hence 

Qi=Ci55l. 

and 

Q2 = C24)2. 

Elimination of ¢ and Q in Eqs. [99], [100], and [101] yields 

[102] 

[103] 

[104] 

T2 CI 1 ti- - y+1 [105] 
Ti. C2 

In a one-dimensional gas 

and 

1 

C=-R 
2 

3 
Cp=R-1-Cr=-R. 

2 

By analogy 

so 

1 

Co=-R 
2 

3 
CQ=-R 

2 

CQ 
y = -= 3. 

Co 

[106] 

[107] 

[108] 

[109] 

[110] 

RCA Review Vol. 32 December 1971 563 



Hence 

T2 CI 1/2 

Ti 
- (C21 . [111] 

If the engine comprises the (driven) capacitor C and a constant in- 

ductance L, Eq. [111] can be written 

T2 LC1 1/2 0)2 

Ti LC2 wi 

[112] 

where w1 and 0,2 are the resonance frequencies at points 1 and 2, 

respectively, or the resonance frequencies of any two points on the 

isothermals T1 and T2 connected by an adiabatic. So, if the engine is 

operated as a refrigerator, absorbing heat at a temperature T2 and 

discharging heat at a temperature T1 

w2 
T2 = - T1, 

wi 

which is the relation sought (Eq. [96]. 
Furthermore, the efficiency of a Carnot engine is 

E1 Ti n=1--=1--, 
E2 T2 

[113] 

[114] 

where E1 is the heat energy discharged (or absorbed) at T1 and E2 is 

the heat energy absorbed (or discharged) at T2. If the engine is 

driven cyclically at a constant rate, the average heat energy discharged 
per unit time is the power P1 and the average heat energy absorbed 

per unit time is the power P2. Hence 

and 

P2 w2 ,i=1--=1--, 
Pi wi 

P1 P2 

w1 0,2 

[115] 

[116] 
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Thus, the Carnot engine satisfies a Manley -Rowe relation." It should 
be noted that the Manley -Rowe relations were originally derived by a 
consideration of coherent signals coupled by a variable reactance. The 
present relation (Eq. [1161) shows the same coupling between inco- 
herent signals coupled by a variable reactance. That this should be so 
has been tacitly assumed in computations of the noise temperature of 
parametric amplifiers. It is not surprising, perhaps merely reassuring, 
that the result can be obtained from a thermodynamic argument. 
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Resolving Power Functions and Integrals 
of High -Definition Television and Photographic 
Cameras-A New Concept of Image Evaluation 

Otto H. Schade, Sr., Consultant 

RCA Electronic Components, Harrison, N. J. 

Abstract-This paper demonstrates that the resolving power of photographic 
and television cameras can be calculated for all possible amplitudes of 
periodic (three -bar) and single -bar input signals in the "active" gray - 
scale range of an external scene. 

The volume of these resolving -power functions can be specified by 
a single figure of merit; the mean resolving power in the image. The 
measure gives equal weighting to all resolving -power values in a loga- 
rithmic gray scale of two (100 -to -1 range) for periodic and nonperiodic 
bar test objects and a given scene contrast. 

The more informative gray -scale resolving -power functions fr(S) 
for three -bar and single -bar test objects can be calculated or deter- 
mined by observation and maintain a direct link with visual assessments 
of image detail at any gray -scale level. The criterion for resolving 
power is by definition a fixed detail signal-to-noise ratio for a given 
test object (K = 3.6 or 6 for the patterns used here), and other values 
can be specified for a higher probability of detection. It is evident that 
any figure of merit derived for a single gray -scale level (typically S - 
0.5) may disagree with observer ratings when the significant detail in 
the scene does not occur at this level. 

Numerical evaluations demonstrate that a high -definition return - 
beam vidicon camera can outperform an excellent aerial film camera 
of equal format, particularly at low contrasts. 

The analysis shows further that the absolute detection efficiency of 
existing high -definition cameras (television and film) is at best more 
than three orders of magnitude lower than that of a "perfect" camera 
and that the low -light efficiency of the television camera can be im- 
proved substantially by providing electron multiplication in the sensor 
or in an intensifier stage preceding charge storage and signal readout. 
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Introduction 

The oldest measure of image definition is the resolving power. As a 

subjective measure determined by observation, it requires no knowledge 

of the physical factors involved. Modern image analysis, however, has 

provided an understanding of the physics of image formation and has 

correlated resolving power with an objective criterion determined from 
the transfer functions of the external imaging process. An accurate 
prediction of the resolving power of a system can now be made from 
objective data. 
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Fig. 1-Standard Resolving -Power Test target. 

2 

The objective criterion for the external imaging process is a detail 
signal-to-noise ratio SNR.1(f). This dimensionless quantity must have 
a certain value (K) for detection or recognition of a given test object 
in the presence of noise. This threshold value is a constant for a given 
type of test object independent of size provided the observer is per- 
mitted to adjust display brightness and magnification or viewing 
distance to optimum values for vision. A signal-to-noise ratio refers 
to a sampling area (a), which is the area of the test object (a circle, 
square, or bar) ; in the case of complex objects, one may choose an 
elemental part of the test -object assembly such as the area of one 
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rectangular bar of the standard three -bar resolving -power test object 
shown in Fig. 1. 

The threshold constant evaluated by psychophysical tests' for the 
bar area is K = 3.6 in a single image for a 50% probability, i.e., for 
resolving one of a pair of test objects in this test pattern. 

Mathematical solutions for the resolving -power frequency (f r)lead 
in general to simultaneous equations. One equation, the "threshold - 
function", expresses a factor or product (P) required by the threshold 
signal-to-noise ratio (K) as a function of spatial frequency. A second 
equation is set up to calculate the value (P) obtainable from the 
imaging system. This value equated to the threshold product yields the 
resolving -power frequency. An alternative method is to assume a 
resolving power (f,) and product (P) and solve for an independent 
variable of the imaging system' such as the exposure or the conversion 
efficiency of the system. 

A widely used threshold function is the sine -wave modulation factor 
7 thr(f) required for the threshold SNRD(f) = K. The intersection of 
this function with the sine -wave modulation transfer function 
(MTF) of the system yields the resolving power frequency as il- 
lustrated by Fig. 2. The area bounded by these functions (MTFA) 
is a measure of the excess sine -wave response of the system. It has 
been proposed as a single figure of merit for rating image quality. 
Tests with aerial photographs of different contrasts and MT F's have 
given excellent correlation between the MTFA and photoinlerpreter 
ratings. A general acceptance of the MTFA as a unique quality 
measure, however, must be questioned for the following reasons. 

The transfer functions of normal photographic cameras (film plus 
lens) are very much alike in shape, differing mainly by scale factors. 
It can be expected, therefore, that any rating based on a signal-to-noise 
ratio will rank images in the same order in agreement with observer 
judgment of quality. This is not the case, however, when a comparison 
is made of images having a different balance of MTF and noise, as 
illustrated by Fig. 2 for three systems having equal MTFA ratings. 
Figs. 2a and 2b show equal noise levels and threshold functions but 
very different resolving powers; Fig. 2c shows a very high MTF and 
a high noise level. When the exposure is reduced in the three systems 
by the same amount, the threshold functions have a higher slope (the 
slope angle is doubled in the figures as indicated by broken lines) and 
the MTFA's are no longer equal. This situation occurs in a single 
image at different gray -scale levels and depends not only on the shape 
of the MTF but on the balance of signal and noise determined by the 
relative exposure and the input contrast. Because important detail may 
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occur at a gray -scale level differing from the level for which the maxi- 

mum resolving power or MTFA is determined, substantial differences 

can result with observer ratings. 
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1. A New Concept of Image Evaluation 

Detail signals, noise, and resolving power vary within the dynamic 

range of an image as a function of its active "video" gray scale (S) . 

The active gray scale excludes haze and starts with S = 0 at the darkest 

part, the effective black level of the scene recorded by the sensor. The 

other end of the scale is the normalized value S =1 located at the 

highlight level of the scene. This range contains all periodic and 

nonperiodic image detail displayed in the final copy. The haze of low - 

contrast scenes (below S = 0) is eliminated by "clipping" in the read- 

out process (single -shot television readout) or in the copying process 

(film, normal fast -scan television) to restore a normal contrast for the 

active range in the final image by print -gamma control, regardless of 

scene contrast. This image processing does not change signal-to-noise 

ratios or resolving power when a perfect copying or display system is 
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used. Degradations introduced by the MTF or noise sources of a real 
display system can easily be included in the evaluation but are a 

separate problem that does not enter into a comparison of cameras. 
A measure for the detail information contained in images made with 

different systems (photography, television) should be determined for a 

single -frame readout of the sensor image produced by a single -shot 
exposure of specified value, because sensors and readout systems may 
differ significantly in quantum and readout efficiency under different 
operating conditions (lag, saturation effects) . The exposure may be 

optimized for each system when sensitivity is a secondary consideration. 

Periodic Image Detail 

The maximum possible amplitude of sine -wave or square -wave input 
signals that can exist at any given gray -scale level of the scene imaged 
on the sensor is limited by the exposure range DE = Emax - Emin to 
definite values as illustrated by Fig. 3a. The largest peak -to -peak 
square -wave amplitude in the scene is obviously (E.- Emin) and 
occurs as a modulation of the gray -scale level S = 0.5. The maximum 
signal amplitude in the scene decreases linearly for lower or higher 
gray -scale levels because of the limits Emin and Ema=. For high con- 
trasts (C. -> oo) the exposure Emir, coincides with absolute zero; the 
maximum modulation factor of the gray -scale levels is unity for 
S < 0.5, decreases to lower values for S > 0.5, and becomes zero at 
S=1." The modulation mo = (C. - 1)/(C. -I- 1) normally specified by 
the contrast ratio C. = Emax/Emin is the absolute maximum value that 
can occur in a single image at the mean exposure level E8 = (Emax 

+E.,10)/2 = E0.5. The general expression for the optical modulation 
mo,, at any gray -scale level and contrast is 

mo,g = a p3mo, 

where a is an amplitude factor (zero to unity) 

mo = (Emax - Emin)/(Emax + Emin) 

pe=mo,8/mo= (1 -S)/[0.5+ (S-0.5)mo] 

pg = mo,,/mo = 2S/ [ 1 - (1 - 2S ) mo] 

for S> 0.5 [1.1] 

for S < 0.5 

The ratio p, is plotted in Fig. 4 as a function of S. Exposure and gray - 

If the amplitudes are increased beyond these values the ac -axis of 
the waveform moves to a different S -scale level. 
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Fig. 3-Maximum input signal amplitudes for various gray -scale levels (S) 
in the active exposure range (Em..-Em1o) of a scene: (a) periodic 
square -wave signals and (b) single -line signals. 

scale level are related by the equation 

E=E05[1+mo(2S-1)] 

and depend on the scene contrast. 

[1.2] 

The complete resolving power functions of an image for periodic 
test objects are represented by the resolving -power volume Fig. 5a. 
The scales are logarithmic. Thus, the highlight range (S > 0.5) is 
relatively short. It is shown only for maximum signals. The broken 
diagonal lines are isometrics for constant resolving power in different 
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gray -scale levels. Numerical evaluation demonstrates that the functions 
fr(S) and fr(a)8 starting at any given level are virtually identical in 
shape and value, which allows specification of the total resolving power 
volume by a single function fr(S) for maximum amplitude a = 1. 

The "resolving -power area" specified by this function can vary for 
different systems because the shape of the function fr(S) is determined 
by the shape of the MTF and the values of signal and noise. A combina- 
tion of low system noise and a low MTF results in a flatter curve than 
a higher system noise and a high MTF. Threshold or saturation limits 
cause a sharp decrease of resolving power. 
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Fig. 4-Modulation ratio (p.) as a function of gray -scale level (S) for 
various scene contrasts (Eqn. [1.1]). 

The mean resolving power (MRP) in a 100:1 gray -scale range is 
a figure of merit defined in cycles/mm for a logarithmic gray scale by 

¡s 
MRP = 1/2f f,.(S)d log (100S) [1.3] 

0 

Aperiodic Image Detail 

Aperiodic detail signals (impulse signals) occur far more frequently 
in real scenes than do periodic signals. The resolving power of a system 
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to impulses generated by lines of various widths depends on the line 
signal amplitudes, the noise level, and the noise equivalent pass band 
(fe), i.e., the integral of the squared sine -wave MTF of the system. In 
comparison with periodic test objects, the resolving power for single 
lines places more weight on a low noise level in the system and less 
weight on an extended frequency response, which contributes little to 
the integral (fe). 

A single bar of the standard three -bar test object (Fig. 1) is a 
convenient line test object. Although single -line test objects have a 
continuous frequency spectrum, it is common practice to express the 
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line width (W0) of the test object in terms of a resolving -power fre- 
quency by the reciprocal value 

1 

fr,w - . 

2W0 

The line width (ºv{) in the image is increased by the spread function 
of the system to an equivalent square pulse width 

where 

wi = Wo(fr,w/fe) 

r, w 

fe= fr2(f)df 
a 

[1.4] 

[1.5] 

is the noise equivalent pass band of the system. Neglecting the small 
spread of the bar length, the mean amplitude of the signal pulse from 
the line object is decreased by the bandwidth ratio (fe/fr,w) and the 
noise is decreased by the square root of this ratio. Thus, the ratio 
(fe/fr,,o)1/2 takes the place of the equivalent square -wave response 
factor (ri) in equations for the detail SNR. The threshold constant 
for single -bar test objects (a = 5W2) has the value K = 6 for a 50% 
probability of detection in a single image frame. 

The input signal will be defined as a "black" bar signal extending 
from the gray -scale level down to the picture black level S = O. This 
choice results in pulse signal amplitudes increasing linearly with the 
gray scale to a maximum amplitude (Emax - Emin) at S = 1, as shown 
in Fig. 3b. Noise in a photographic system is determined by the mean 
exposure value 

= 0.5[Emax } Emin] [1 -F m.a(S -1)] [1.6] 

shown by a broken line half -way below the S -level. Thus, the pulse 
modulation is equivalent to a bidirectional modulation given by 

= maS[1 - (1 - S) m0] [1.7] 

The resolving -power volume for single -bar test objects is illustrated by 

* The value K decreases to K = 6/ V W= 3.45 in a normal television 
image (30 frames/sec) where the eye integrates 3 frames in a storage time 
of 1/10 second. 
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Fig. 5b. The functions fr,,v(S) are more linear, attain considerably 
higher values than the periodic functions fr(S) for the same system, 
but decrease to lower values at low gray -scale levels because of the 
higher value of the threshold constant. The mean value 

MRP = (MRP3 -I- MRP1)/2 [1.8] 

of the resolving powers in the gray -scale range of the image is a 
figure of merit giving equal weight to periodic and aperiodic test 
signals. 

The exposure of the sensor will be specified by the mean value E0.5 
of the total active exposure range. This value is a natural choice for 
resolving -power calculations, particularly for photographic cameras and 
intensifier television cameras where the mean signal level determines 
the noise level of the system. The noise of return -beam vidicons is 
essentially constant read -beam noise, because the beam current is de- 
termined by the high -light exposure (Emo=). The mean exposure E0.5 
of the gray scale, however, is retained as a reference value for a com- 
parative evaluation of resolving -power functions and is easily calcu- 
lated from the maximum exposure. 

High -definition return -beam vidicon (RBV) cameras operate nor- 
mally in the single -exposure readout mode in which the beam reads out 
only the active exposure region. (The haze charges in the sensor are 
removed by an erase-prepare cycle before a new exposure.) The 
modulation Eqs. [1.1] and [1.2] and Fig. 4 are especially useful for 
photographic systems, whereas Fig. 3 leads to simpler relations for 
return -beam vidicons. 

The calculation of the resolving -power functions and integrals for 
periodic and aperiodic line test objects is demonstrated in Sections 2, 
3, and 4 for high -definition television and photographic cameras. The 
results are summarized in Section 6, which includes a discussion of 
the absolute detection efficiency of these cameras. 

2. High -Definition Television Cameras 

The derivation of basic equations for calculating the resolving power 
of film and television cameras from the transfer functions of the 
systems has been given in earlier papers'2 and need not be repeated in 
detail. A brief discussion of the nonlinear sensor and readout transfer 
functions of return -beam vidicon (RBV) cameras is in order to set up 
equations and graphs for easy evaluation of the resolving power for 
the standard periodic three -bar test object as well as single -bar test 
objects as functions of exposure and gray scale. 
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2.1 The Sensor Transfer Function Vs(E) 

The exposure Em= is given in photometric units, lumen s/m2 = meter 
candle seconds (mcs) by 

1 

E1,,= 1.239 c(C(I)VE)10-6K, (-- 
Amen, 

[2.1] 

where c ? 1 is a dielectric trapping factor; Co) is the sensor storage 
capacitance in picofarads per mm2; VE is the total potential caused 
by an exposure; c, is the quantum efficiency at A,, the wavelength 
(µm) of maximum energy response of the sensor; and Kc = 680 
[ 5 L(A) w(,A) d (A) ] / J R (A) w(A) d(Á)] is the conversion factor lumens/ 
watt. When the quantum efficiency of the sensor is independent of po- 
tential, the peak -to -peak video signal potential (V8,), contrast ratio, 
and total sensor potential (VE) are related by the simple equation 

VE = V8,1C./(C. - 1), [2.2] 

which may be substituted into Eq. [2.1]. The quantum efficiency of 
antimony trisulfide sensors, however, is a function of polarizing po- 
tential. A typical function c,(Vp) for the compound antimony trisul- 
fide-oxisulfide (ASOS) photoconductod used in high -resolution return - 
beam vidicons is given in Fig. 6a. The porous (SPS) layer used in 
standard 1 -inch vidicons requires higher potentials, does not reach as 
high a quantum efficiency as the ASOS layer, and obeys a square law 
from Vp = 10 to 100 volts. Typical constants for ASOS sensors and 
5000°K sunlight are K5000 = 422, ñ = 0.6, c = 1.5, Co) = 160, yielding 
E = 0.21 VE/£0.6. For a polarizing potential V50 of 20 volts, the ex- 
posure (E) calculated with Eq. [2.1] is 0.33817E, shown by the broken 
lines in Fig. 6b. These linear functions are valid only at very small 
exposures because the effective polarizing voltage at the end of an 
exposure has decreased to Vp = Vp0 - (Vs + Vmlo + Vd), where V,,o is 
the "haze potential (caused by Emi) and Vd is the charge potential 
from dark currents. As a consequence, the quantum efficiency decreases 
as a function of signal amplitude and progressively reduces the sensor 
"gamma", because the exposure for a given potential VE must be in- 
creased for C. = co to 

= Em:.o(EVpO/Evp) r 

as shown by the solid -line function Vsn,(Emnc) The signal potential for 
lower contrasts is an increment OVs on the solid -line curve C. = co 
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where ñRr is the number of signal electrons in the return beam, read 
out per sampling area áo when the electron beam scans a large uniformly 
exposed area. There is no degradation of signals by the MTF of the 
camera. The mean squared noise in the denominator, however, depends 
on the size of the sampling area and is the sum of three noise powers : 

(1) the transferred noise from signal electrons, (2) the transferred 
noise from excess charges due to dark current and residual charges 
(Vd, Vr), and (3) the read -beam noise, which is the dominant noise com- 
ponent. All are expressed in terms of the number of signal electrons 
ñsr in the return beam. The term g7,.2 is the transfer factor for the 
mean squared noise. 

Taking the square root and combining terms Eq. [2.3] simplifies to 
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ñs. 
SNRo(n _ 

Cp+lé//6o 
[2.4] 

The signal current Iso is measured in the sensor or target lead, not in 
the return beam, and ló is the beam current approaching the target. 
The number of signal electrons in the sampling area do can be expressed 
by the total target signal current, ñs = Isot x r,,,áo/Ae, and the sampling 
area by the frequency equivalent 1/4,2, leading to the equation 

/óotrnt/e 1/2 
SNRo(n = (2f A1/2)-1 

p + I b/I so 

[2.5] 

where t is the readout time, r,,, is the mesh transmittance, e the electron 
charge, f the spatial frequency pass band of the camera, and A is the 
total sensor area. The factor p is the transferred target noise term 
discussed subsequently. 

The detail signal to noise ratio SNRA (f) for a bar test pattern is 
obtained by changing the square sampling area do to a rectangular area 
á = mo(l/w) and the large -area signal current to a difference signal 
Is = IsorS, reduced in amplitude by the square -wave response factor r0 
of the camera.* (The square -wave modulation transfer function r0(f) 
is abbreviated by MTFA in this paper.) Thus, 

SNRo(!> = SNRo(n (l/w) 1/2r0, 

and with Eq. [2.5], 

/sot (l/w) r,,,/e _1 
SNRo(n = r0(2fA1/2) 

p+Ib/Is 
[2.6] 

The input signal modulation (mo) does not appear as a signal term 
because haze charges from the exposure Eo,,o are not read out in the 
single -exposure readout mode of operation. It follows that beam noise 
is determined only by the signal component of the exposure and is not 
a function of contrast! The noise in the sensor, however, is a function 
of input contrast or modulation (mo) as shown by the expression for 
the transferred sensor noise 

* The response factor rpr is calculated from the sine -wave response 
factor rr with rp, = [S/are] [rr + (1/9)ra, + (1/25) r3r + ]. For rr < 0.7, 
the first term is sufficient. 
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1 174-1-11 
P = ncTm3r2 P,vL + _ 

2mo Vs 
[2.7] 

The product nCT,,3r2 is the transfer factor for mean squared noise, and 
P,o = (fe/f)1/2 expresses the noise bandwidth reduction caused by the 
MTF product of the sensor and readout system. The maximum con- 
tribution of sensor noise to the total noise occurs at low contrasts 
(small values mo) and can be assessed by comparing the magnitude of 
p with the beam noise Ib7I3. It is easily seen by inspection of Eqs. 
[2.6] and [2.7] that the worst -case condition occurs at high exposures, 
low contrast, and maximum signals, where the readout efficiency ne is 
high, ma is small and /b7/2 has a minimum value. 

Numerical evaluations with typical constants show that the total 
rms noise is increased approximately 8% by target noise at high signal 
currents (100 nA). The rms noise contribution by p decreases to 4% 
at 1/2 signal amplitude and becomes negligible for lower signals or 
higher contrasts. Thus, target noise is a second order effect in these 
cameras and can be neglected to simplify Eq. [2.6] to the following 
form, 

/ r,(2f 
/A) , 

el 
[2.8] 

where I b%ls is replaced by I/Ismb and I = (Io + Is) is the total readout 
current. It follows that the noise is "white" noise as in a photographic 
system, because the significant noise source is located at the camera 
output. 

The 41/2 inch return -beam vidicon has an ASOS sensor area A of 
50 x 50 mm; with l/w = 5 for standard resolving power test objects, 
the detail SNR for this camera is 

tmbT,q 1/2 1 

SNRo(/) = Is ( 
/ 

1770 r0 (- , 

\ 1 J \f 
[2.9] 

where Is and I are expressed in nA, fin cycles/mm, mb is the maximum 
beam modulation factor and rO is the equivalent square -wave response 
factor of the camera including the lens. 

2-4 Resolving -Power Functions of Return -Beam Vidicon Cameras 
'The threshold function most suitable for these solutions is the product 
P = (Is/I1/2) expressed as a function .of fr. It is obtained by substi- 
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tuting the threshold value SNRo(/) = K = 3.6 into Eq. [2.9], 

P =1s/11/2 = f./[492 (tmbT,,)) 1/ºr.á] [2.10] 

The square -wave response functions (MTFJ) of the perfect F/5.6 lens 
and three different RBV cameras (with this lens) are shown in the 
upper part of Fig. 8. The MTF of a perfect diffraction -limited F/5.6 
lens is representative of the performance of the best high -aperture 
lenses covering a 50 x 50 mm format at the present state of the art 
and is used for comparison of high -definition cameras in this paper. 
Corresponding threshold functions calculated with Eq. [2.10] and 
typical constants are plotted in the lower part of this figure. The 
functions for r = 1 permit assessment of the MTF effect on resolving 
power. The MTF01 represents an ultra -high -resolution camera using 
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a finer field mesh and smaller gun aperture (used in a 2 -inch RBV) 
than MTFá2 which represents a "standard" 41/2 -inch RBV. MTF03 is 
a "low power" value obtained when this tube is operated with a drift 
space potential reduced from the normal value of 600 volts to 160 volts, 
which results in a 3.7 to 1 reduction of the focusing and deflection 
power. Exposures and gray -scale values can now be determined from 
the transfer functions of the camera. 
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Fig. 9-Maximum resolving power (f,) and signal currents (Is) of 41/2 - 
inch return -beam vidicon cameras with perfect F/5.6 lens for a 
10 second slow -scan readout as a function of a mean exposure 
(E0.5) and contrast (C.). 

2.4(a) The maximum resolving power as a function of exposure, 
fr (E0.5) 

The beam current is optimized for each highlight exposure to accom- 
modate a full modulation of the gray scale. Select a maximum current 
Is and ratio I3/11/2. Find the resolving power fr for the camera MTF 
in Fig. 8. The current ratio determines the values /2 and V2 on the 
readout transfer function in Fig. 7. The exposure required for V2 is 
obtained from Fig. 6 and the mean exposure is computed by 

Ee.5 = 0.5E(1 -{- 1/C.) [2.11] 

The resolving powers for several MTF's of the camera can be 
tabulated simultaneously from the threshold functions (Fig. 8) for 
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each current ratio and exposures for three contrasts are obtained from 
Fig. 6 as illustrated by Table 1. Graphs of these functions are shown 
in Fig. 9. The curves MTF = 1 are quantum -limit curves computed 
for unity MTF. It should be noted that the signal currents 18(E0.5) 

decrease to very small values at low exposures where a "clean" image 
requires excellent uniformity of the sensor. Amplifier noise is not a 
problem because of the electron multiplier. 

2.4(b) Resolving Power versus Gray Scale in a Single Image, f,(S) 

Select a mean exposure level E0.5 and contrast C. and compute Emx 
with Eq. [2.11]. Determine Vs. from Fig. 6 and the corresponding 
currents Is and I from Fig. 7. With 1 as a constant (fixed beam cur- 
rent) tabulate a set of decreasing values 18111/2 and find f r from Fig. 8 

as illustrated by Table 2 (columns 1 to 5). Determine the potential 
V8 corresponding to IS from Fig. 7 and the exposure Emx for the con- 
trast C. from Fig. 6. The corresponding gray -scale value is given by 
S = 0.5 Emx.s/Emxo.5 This part of the calculation furnishes the re- 
solving powers for S < 0.5 and can be used for all contrasts because the 
"haze is clipped out in the readout process. 

The resolving power for S > 0.5 is computed by different methods, 
depending on the linearity of the sensor transfer function V(E). This 
function is nonlinear for large signals and high contrasts. In this case 
the signal current is calculated from the transferred difference 
Ismx - Ismin The calculation for C. = co is illustrated by Table 2. 

Assume a set of values S > 0.5 and determine the ratio EsmDEmx 
= 2S - 1 (see Fig. 1). Calculate the exposure Emin = Emnx/C.. The 
exposure for the selected gray -scale level is then given by 

Emin,s = Emin + (2S - 1) (Emnx - Emin) [2.12] 

Next determine the signal potential Vmin from the primary transfer 
curve C. = co in Fig. 6, and from Vtin determine Ismin with Fig. 7. 

The signal current 13 is the difference (Ismx - lsmin) where Ismx is 
the maximum highlight current (Ismx = 75.25 nA for the example). 
From Is calculate the ratio Is/I1/2 for which Fig. 8 yields the resolving 
power. 

The sensor transfer function is substantially linear for low -contrast 
signals. Potential increments are directly proportional to exposure 
increments and the potential difference OV5 can be computed with 

OVs = 2(1 - S) Vs.. [2.13] 

Vsmx is the maximum signal listed for the contrasts C. = 1.6 and 1.2 
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in Table 2. The signal Vmtn is now simply Vmin = V mn: - .1179, and 
succeeding columns in Table 2 list the values Ismtn, the signal current 
Is = Isma: - I8mm , and the ratio I3/11/2 by which f, is determined with 
Eq. [2.10] or Fig. 8. 

The resolving -power functions fr(S) for the three MTFO's of the 
41/2 -inch RBV camera (F/5.6 lens) listed in Table 2 are plotted in 
Fig. 10. The mean resolving power (MRP3) has been computed with 
Eq. [1.3]. 

The exposure E0.5 = 0.4 mes was selected for comparison with an 
aerial film camera containing type 3414 high -definition film. The RBV 
camera can operate with higher or lower exposures. The peak resolving 
power at S = 0.5 can be taken from Fig. 9. The fr(S) functions be- 
come flatter for higher exposures and f,. decreases faster for S < 0.5 
at lower exposures. Single -bar resolving power functions are evaluated 
in Section 4. 
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Fig. 10-Resolving power versus gray -scale level (f,(S)) for three MTFD's 

of 41/2 -inch return -beam vidicon cameras, two exposures, and three 
contrast ratios with perfect F/5.6 lens. 
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RESOLVING POWER FUNCTIONS 

3. Photographic Cameras 

A good approximation of the detail signal-to-noise ratio for three -bar 
test objects is given by' 

where 

SNRo(f) = SNRou) (11w) 1/21,2m,0,2rpt, 

SNRo(/) = 
4.88 X 103 

Dr/2Gf 

[3.1] 

[3.2] 

is the large -area signal-to-noise ratio for a selected frequency band (f). 
The film granularity G = 1000r, is measured with a 48-µm aperture 

at the net density D = 1. The exponent of D is 0.5 for high -resolution 
films that have a single grain size and approximately 0.45 for films 
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Fig. 11-Density (D), reference signal-to-noise ratio (ySNR40.0) and max- 
imum resolving power (f.) of photographic cameras with perfect 
F/5.6 lens and high definition films as functions of exposure. 
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with composite grain sizes such as TRI-X, double X and Pantomic-X 
film:» 

It is convenient to compute the reference product y SNRO(loo) for 
f = 100 c/mm shown by broken -line curves as a function of E in Figs. 
11 and 12. The signal-to-noise ratio SNRo(f) is then expressed by 
SNRo(J) = SNRo(loo)(100/f ), which is substituted with the threshold 
constant SNRo(f) = K = 3.6 into Eq. [3.1] to yield 

0.806 f,. 
most SNRo(foo) _ 

100 r. f 
The right side of this equation is the threshold function 

0.806fr 
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RESOLVING POWER FUNCTIONS 

plotted in Fig. 13 for several lens-film combinations. The product 

Ps = Ino,$)' SNRouoo) [3.5] 

on the left side of Eq. [3.3] is a function of exposure and contrast. 
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3.1 The Resolving -Power Functions fr(Eo.6); S = 0.5, Ns = mo 

The product Ps (Eq. 3.5) is computed as a function of exposure E0.5 

of the film type for the selected contrast mo = (C. - 1)/(C. + 1). Since 
Ps = P, the resolving power of the camera can be found directly from 
the graph in Fig. 13 to plot the functions fr(Eo.5) shown in Figs. 
11 and 12. 

3.2 The Resolving -Power fr(S) for a Single Image (mo. s = mops) 

The modulation ratio p, for the factor mo,s is a function of S given 
by Eq. [1.1] or Fig. 4. Table 3 illustrates the progressive steps to cal- 
culate the resolving power f,(S) for 3414 film at the optimum* ex- 
posure E0.5 = 0.4 mcs. 

The functions from Table 3 are plotted in Fig. 14. The gray scale 
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is cut off at S = 0.1 in the high -contrast image (C. = co) because of 
the exposure threshold of the film (see Fig. 11). This cutoff is a 
general characteristic of all films. The film threshold is of no impor- 
tance for lower contrasts (in this case C. < 9.0) and can be eliminated 
by reducing higher contrasts to this value by a pre -exposure. Higher 
exposures increase the range for C. = m but give poorer performance 
for C. < 9. 

The contrast C. = c/J or C. = 1000 used for resolving -power ratings 
is a laboratory condition that does not occur in aerial images because 
of lens flare and haze. The arrows in Fig. 11 indicate that the ex- 
posure E0.5 = 0.4 mcs is optimum for this film type because it is 
centered on the peak of the 7SNR/0(100) curve. Exposure and develop- 
ment of the film must be closely controlled and restoration of a normal 
print contrast requires expansion of the short "video" density range 
OD by a high -gamma printing process. 

The small density range introduces a limitation caused by random 
density variations in film manufacture. These variations (OD) are 
in the order of 0.01 for most films, which make questionable the use- 
fulness of density differences OD < 0.01 corresponding to S -scale values 
indicated by broken lines in Fig. 14. 

The gray -scale functions f,(S) for type SO -206 and TRI-X type 
2403 film are shown in Fig. 15. 

A reduction of input modulation below the maximum amplitude 
a = 1 causes fr to decrease along the curve fr(S). The exact values are 
slightly lower because Ps decreases linearly with a reduction of modu- 
lation when the noise is constant. The error is small as seen from the 
numerical values for C. = 1.6 and 1.2 in Table 3. 

4. Single -Line Resolving -Power f, ,(S) 

The number of bars in a standard resolving -power test object is re- 
duced to a single bar. The square -wave response (ri) of the system 
to the bar frequency in Eqs. [2.8] and [3.1] must be replaced by the 
total equivalent pass band; i.e., the bandwidth factor' (fe/f,.)112 and 
the threshold constant K is increased to 6, which results in the follow- 
ing threshold function for 41/2 -inch return -beam vidicons: 

I/Iliz = f r,w/295 unto...) 1/2 (f e/fr,w)1/z, [4.1] 

Graphs of the bandwidth factors and threshold functions are shown in 

f. is computed from the sine -wave MTF of the camera as defined for 
Eq. [1.5]. 
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RESOLVING POWER FUNCTIONS 

Fig. 16. The calculation of the exposure and gray -scale level required 
by the threshold product is illustrated in Table 4 for the RBV camera 
and for a mean exposure E0.5 = 0.4 mcs. Most of the data can be copied 
from Table 2, because the relation of currents, signal potentials, and 
peak exposures are identical for a given mean exposure (E0.5). The 
gray -scale values, however, are now 

S = E/`roox [4.2] 
The threshold function for film is similarly 

1.34 f r,,o 
P,o = 

100(fe/fr,w)'/2 

obtained from mo,sy SNR0(I0o) _ 
1.34 f r,w 

[4.3] 

100 1/2 

The left side (Ps) must be computed for the mean pulse level É 
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Table 4 -Single -Bar Resolving Power f,,,, (S) for 4'4 -Inch Return -Beam 
Vidicons with F/5.6 Lens (E0.8 = 0.4 mcs, t/C = 25 sec/µF, 
t = 10 sec) 

Is Is/h/z fr,,o Vs S 
(nA) MTFOt MTFLY, (volts) (mcs) 

C.=co, I=77 nA 

75.25 8.58 680 720 2.18 0.8 1.0 
60.0 5.7 510 540 1.68 0.58 0.725 
30.0 3.42 365 380 1.18 0.39 0.487 
10.0 1.14 178 182 0.545 0.18 0.225 

7.525 0.858 146 160 0.44 0.145 0.181 
5.0 0.57 110 115 0.32 0.105 0.131 

3.0 0.342 76 79 0.22 0.07 0.0875 
1.0 0.114 32 38 0.082 0.027 0.0338 
0.6 0.057 18 19 0.041 0.0135 0.017 

(continued next page) 
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Table 4 (Continued) 
C.=1.6, I=11.5 nA 

9.4 2.77 320 330 0.52 0.493 1.0 
5.0 1.47 208 213 0.32 0.288 0.585 
2.0 0.588 111 118 0.152 0.134 0.272 
1.0 0.294 68 71 0.082 0.072 0.142 
0.5 0.147 40 42 0.04 0.0355 0.072 
0.2 0.059 18.2 19.5 0.016 0.014 0.0284 
0.1 0.03 10.0 10.8 0.082 0.007 0.0142 

C. = 1.2, I = 50 nA 

3.25 1.45 208 212 0.225 0.437 1.0 
2.0 0.90 150 155 0.15 0.288 0.66 
1.0 0.446 92 96 0.082 0.153 0.35 
0.7 0.313 72 75 0.057 0.108 0.247 
0.35 0.157 42 44 0.028 0.054 0.123 
0.1 0.045 14.4 15.2 0.0083 0.016 0.037 
0.07 0.031 10.1 11.0 0.0057 0.011 0.025 
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Fig. 17 -Single -bar resolving -power functions f,,,. (S) for high -definition 
television and film cameras. 

RCA Review Vol. 32 December 1971 597 



= (E + E0) /2 for C. = co because of the film threshold Eo. For lower 
contrasts the value is given by Eq. [1.6]. The product y SNRo(100) is 
taken from Fig. 11 for the level E as listed in Table 5, and multiplica- 
tion by mo,s from Eq. [1.7] yields the product Ps. The resolving 
power f,.,,,, is obtained from Fig. 16 for the value P = Ps. 

Plots of the resolving -power functions fr,tv(S) are shown in Fig. 17. 

Table 5 -Single -Bar Resolving Power fr,,.(S) for 3414 Film with F/5.6 
Lens (E.,= 0.4 mes) 

C. = oo, 

S 
= 1 

E 
(S -Level) 

(mes) 
(E -1- 0.09)/2 

(mes) 

Ps fr. 
(cycles/mm) 

1.0 
0.8 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 

0.8 
0.64 
0.48 
0.40 
0.32 
0.24 
0.16 
0.088 

0.445 
0.365 
0.285 
0.255 
0.205 
0.165 
0.125 
0.089 

19 
19 
17.5 
16.2 
13 

9 
4.8 
1.0 

450 
450 
425 
410 
350 
275 
180 

58 

C. = 1.6 

S É* YSNR.000, Ps fr,,.# 
(mcs) (cycles/mm) 

1.0 0.4 19 0.231 4.4 170 
0.8 0.382 19 0.207 3.95 158 
0.6 0.362 19 0.152 2.9 128 
0.4 0.345 18.8 0.105 2.02 98 
0.2 0.326 18.5 0.056 1.05 60 
0.1 0.316 18.1 0.03 0.535 35 
0.04 0.311 18 0.012 0.21 15 
0.02 0.31 18 0.006 0.106 8.2 

C. = 1.2 

S É* 
(mes) 

YSNR,,,a, m.,. t Ps fr,.* 
(cycles/mm) 

1.0 0.4 19 0.091 1.72 88 
0.8 0.4 19 0.074 1.42 77 
0.6 0.4 19 0.0565 1.07 60 
0.4 0.4 19 0.0382 0.725 45 
0.2 0.4 19 0.0195 0.37 25.5 
0.1 0.4 19 0.0095 0.18 13.2 
0.04 0.4 19 0.0038 0.072 5.6 
0.02 0.4 19 0.0019 0.036 2.8 

* From Eq. [1.6]. 
t From Eq. [1.7]. 
$ From Fig. 16. 
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5. Evaluation of the MTFA 

The MTFA5 is the area bounded by the threshold function ribr(f) (re- 
quired by the threshold value K) and the sine -wave MTF of the 
system (see Fig. 2). The square-wa\e MTFA is equally suitable for a 

comparison of systems and is used here for convenience. The threshold 
function for the "white" noise in return -beam vidicon and photo- 
graphic cameras is a 45° line drawn through the previously computed 
resolving -power points in a log log plot of the square -wave MTFA of the 
system as illustrated by a partially drawn broken line in Fig. 13 for 
photographic film. A set of threshold lines for ten gray -scale levels in 
a single image (equal log spacings) is shown in Fig. 18 for the RBV 
camera (MTFá1). The resolving powers are taken from Fig. 10. 
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Fig. 18-Graph for evaluation of the square -wave MTFA for the high 
definition return -beam vidicon camera. 
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The MTFA values for this camera and for a 3414 film camera are 
shown as a function of the gray -scale level in Fig. 19a, where they can 
be compared with the resolving -power functions fr(S) for the same 
cameras (Fig. 19b). It is evident that the relative MTFA rating of 
the cameras is a strong function of the gray -scale level and very 
similar to resolving -power ratings. 

MTFA's can obviously not be determined for single -line test objects. 
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Fig. 19-(a) The square -wave modulation transfer area (MTFA) as a 
function of gray -scale level in a single image of a return -beam 
vidicon and film camera and (b) the resolving -power functions 
jr (S) for the same cameras. 

6. Performance of High -Definition Television and Film Cameras 

The general performance of two systems can be appraised by the rela- 
tive position, values, and range of the maximum resolving -power func- 
tions fr(E0.5) shown in Fig. 20 for three contrast ratios. All cameras 
contain a "perfect" F/5.6 lens, which represents the MTF of the best 
high -aperture lenses covering a 50 X 50 format. 
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The intersections of the return -beam vidicon functions (solid lines) 
with the film camera functions (broken lines) indicate exposures for 
equal resolving power and contrasts. The operating range of the RBV 
camera extends over the range of all film types. Its low -light perform- 
ance appears to be just competitive with TRI-X film but must be 
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considered marginal because of the very small potentials on the high - 
capacitance sensor, which is more suitable for operation at higher 
exposures. The television camera equals the performance of the SO -206 
film camera at high contrast, has a lower maximum resolving power 
than the 3414 film camera, but exceeds the resolving power of both 
film cameras at lower contrasts. Fig. 20 contains much information 
on the efficiency of these cameras to be discussed later. 

The gray -scale functions f,(S) and f,,,o (S) allow a more complete 
comparison of image detail. Fig. 19b shows a comparison at the 
optimum exposure (E0.5 = 0.4 mcs) for 3414 film. The film camera has 
a higher resolving power at high contrast but a much shorter gray 
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scale,' whereas its resolving power is substantially lower at low con- 
trasts. The comparison for single -line resolving powers shown in Fig. 
17 gives a similar result (even more favorable to the RBV camera) 
at low contrasts. 

6.1 Figures of Merit 

The various figures of merit computed for the two cameras are sum- 
marized in Table 6. The last three columns list the relative rating of 
the television camera versus film camera obtained from the ratio of 
the figures of merit. The comparison shows that a normal resolving - 
power rating based on a single value gives virtually the same rating 
as the MTFA for all contrasts. The MRP3 rating (three -bar test 
objects) for the complete gray scale reverses the rating for high con- 
trast, because the gray -scale range of the film is shortened by the 
film threshold. 

Table 6 -Figures of Merit for High -Definition Television and Film Cameras 
with Perfect F/5.6 Lens at Mean Exposure E...= 0.4 mcs 

3414 Film 
Camera 

RBV Camera, 
MTF1 

Ratio of Figures 
of Merit 
TV/Film 

Contrast Ratio 
C. co 1.6 1.2 co 1.6 1.2 co 1.6 1.2 

190 112 70 150 115 100 0.79 1.03 1.43 
MTFA 55 40 30 47 43 40 0.85 1.07 1.33 
MRP3 66 56 32 88 67 53.5 1.34 1.19 1.71 

Single -line test objects 
450 150 75 540 265 174 1.2 1.77 2.32 

MRP1 142 51 23.5 158 85 55 1.11 1.67 2.35 

(MRP1 + MRP3)/2 104 53.5 27.7 123 76 54 1.18 1.42 1.95 

The television camera is rated considerably higher at the low 
contrast C. = 1.2. The relative ratings of the two cameras retain the 
same ordering for single -line test objects as given by the MRP3 
evaluation. The resolving power (fr.,w) is 20% higher for the television 
camera, and the MRP1 rating is 11% higher for high -contrast scenes. 
The MRP1 rating of the television camera exceeds the film camera 
rating by 67% at medium contrast (Co = 1.6) and by 135% for a low 
contrast ratio of 1.2 to 1. The remarkably high resolving power of 
the television camera for single -line test objects is confirmed by ob- 

* Higher exposures increase the performance for C. = co ( see Fig. 14) 
but reduce the performance for contrasts C. < 9. 
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servation of short single -line detail of known width in actual scenes 
made with a similar camera* at a distance of 5 miles. The MTFA for 
periodic test objects becomes more significant when integrated for all 
gray -scale levels. The MTFA(S) is shown in Fig. 19a. The integral 
is computed with 

¡ ¡2 J MTFA(S) = J MTFA(S) d log (1O0S) 
0 

[6.1] 

given in Table 7. The MTFA integral gives the same ordering as the 
mean resolving power (MRP3). The difference between the television 
and film camera is increased roughly 12% in favor of the television 
camera at all contrasts. It is evident that an MTFA cannot be com- 
puted for aperiodic test objects. 

Table 7-f MTFA(S) for High -Definition Television and Film Cameras 
with Perfect F/5.6 Lens at Mean Exposure E0.5 = 0.4 mes 

3414 Film 
Camera RBV Camera Ratio TV/Film 

Contrast ratio C. o0 1.6 1.2 oo 1.6 1.2 oo 1.6 1.2 

f MTFA (S) 45 44 26 68 58 51 1.51 1.32 1.95 

The mean resolving powers MRP3 and MRP1 for periodic and 
single -line test objects are a logical choice for a figure of merit because 
they give equal weight to the visibility of all detail within the logarith- 
mic gray -scale range of the image, including all possible signal ampli- 
tudes as illustrated by the resolving power volumes Fig. 5a and 5b. 
A single figure of merit can be obtained by taking the mean value 

MRPs = (MRP1 + MRP3)/2 [6.2] 

which assigns equal importance to the detection of periodic and 
aperiodic detail in the image. These ratings are given in the last row 
of Table 6. 

The complete functions fr(S) and r,,,,(S) are much more in- 
formative than a mean value because they permit a correct assessment 
of image detail at any gray -scale value. 

* Tests at Wright Patterson Air Force Base. 
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6.2 Efficiency of High -Resolution Cameras 

The efficiency of a camera can be appraised by comparing the ex- 
posure (E0.5) with the exposure (E0) required by a "perfect" camera 
for a specified detail signal-to-noise ratio or resolving power. The 
efficiency for a given resolving power is the detection efficiency (ni) 
defined by the exposure ratio 

= (Ea/E0.5) [6.3] 

A perfect camera can be defined in several ways. The spectral sensi- 
tivity of real sensors is limited to a spectral pass band (AA) and gen- 
erally peaks at a certain wavelength of radiation (Am) . As a first choice 
one may consider a sensor having a constant quantum efficiency of 
unity. This "perfect" sensor has a spectral energy response propor- 
tional to A.-1 and peaks at the "blue" end of the pass band where the 
energy quantum has its largest value, whereas a constant energy 
response can have a quantum efficiency of unity only at the "red" end 
of the spectral pass band. Thus the choice of a "perfect" sensor 
depends on the application, and a definition useful for a comparison of 
cameras with different sensors requires selection of a bandwidth 
(SA) including the total spectral pass bands of both sensors. 

This problem can be bypassed by retaining the spectral response 
of the individual cameras and increasing the efficiency Em at the peak - 
response of the sensors in both cameras to unity. The quantum -limited 
exposure Éo so defined will be derived for the television camera and 
expressed in terms applicable to photographic cameras. 

The exposure E0.5 for the mean signal level in the perfect camera 
(c = 1, E = 1) is obtained by substitution of Eq. [2.2] and [2.11] into 
Eq. [2.1], yielding 

1 (-) 1 

E0.5 = -1.239 (cl) VRm)10-6Kc2, 
Xm 

[6.4] 

For unit efficiencies (rm = mb = r0 = 1), SNRo(» = K = 3.6, and a 
noise -free beam (4,'//so = 0) Eq. [2.6] can be solved for the product 
(Is/A) t. This value multiplied by 1012 equals the product C(1)V8m in 
Eq. [6.4], and substitution yields the exposure for the perfect camera, 

1 

E0 = 5.1(K,/am)10-13 fr2 (--) 
m2 

[6.5] 
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The absolute quantum limit fr(F°) is a 1/2 -power curve. The constants 
for sunlight (5000°K) are Ko/x, = 422/0.5 for the ASOS sensor and 
K0/A,,, = 490/0.45 for most photographic films. The absolute limits are 
very similar for both cameras as illustrated in Fig. 20. 

6.3 Efficiency of Return -Beam Vidicon Cameras 

The exposure required for a given resolving power can be expressed 
by the following equation 

where 

C 

c 1 2m°/ 1 2 

E06(fr) = E0(Ir) _ r 

e 77,7,Ismb (ra f 
[6.6] 

c = dielectric trapping factor 

c = effective quantum efficiency of sensor 

n° = 12(t/C)/Vs = readout efficiency, Is in µA, t/C in sec/µF. 

The bracketed term is the reciprocal detection efficiency 1/71. The beam 
noise term (2m0I/Ismb) is derived as follows. The mean squared noise 
in the readout system is proportional to the current Ib,, = Is(I/Ismb), 
whereas the noise source in a perfect camera is proportional to the 
mean current f = 18/2m0 from the exposure. The exposure factor is 
the ratio Ib/1= 2m°(I/Ismb). Eq. [6.6] is solved progressively, start- 
ing with a resolving power fr and associated value r0, to obtain the 
current ratio (Is/I1/2) with Eq. [2.10] or Fig. 8 and the values Is and 
Vs from the readout transfer function Fig. 7. The exposure É° is 
given by Eq. [6.5]. The evaluation is illustrated by Table 8. The first 
four columns are taken from Table 1. The exposure factors in columns 
5 through 8 can now be computed for the sensor (5), the readout 
system including the current loss on the field mesh (6), the increase 
required because of excess beam noise (7), and the MTF loss including 
the F/5.6 lens (8) . The product 1/77, multiplied by É° gives the ex- 
posure E0.5 needed by the camera. It is apparent that the detection 
efficiency ,71 is disappointingly small. 

The major loss at high exposures is obviously the MTF loss (1/r02) 
in the camera. Beam noise and readout losses become dominating at 
low exposures when the signal potentials are very small. This relation- 
ship is also shown by the quantum limit curve MTF = 1 in Fig. 9 

computed for r3, = 1 (a curve for r0 = 1 is given in Fig. 8). This 
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RESOLVING POWER FUNCTIONS 

function is calculated by assuming fr and going through the same 
process. It cannot be obtained from Table 8 by simply leaving out 
the multiplier 1/ri2 because currents and potentials are entirely differ- 
ent for rI=1. 

Lower contrasts displace the absolute quantum limit to higher ex- 
posures by the factor 1/mó (see Fig. 20), whereas the fr functions of 
the RBV camera are displaced only by 1/m° because the beam -noise 
term contains a cancelling factor (m°). 

A smaller black -level bias (V°) reduces the beam noise but de- 
creases the readout efficiency and the product decreases. A faster 
readout increases the currents, but not the potentials and results in 
a lower readout efficiency. A reduction of the readout time from 10 to 
2 seconds, for example, reduces t/C to 15 secs/µF and shifts all RBV 
curves in Fig. 20 to higher exposures by a factor of 2.2. 

The principal cause for the readout loss at low exposures is the 
exponential characteristic of the read beam. The effect of this charac- 
teristic is demonstrated by calculating the readout efficiency and beam 
noise for beams for an ideal cathode emitting monochromatic electrons 
at 0°K and from a solid-state emitter operating at room temperature 
300°K4, assuming electron optics with unit magnification. The results 
are shown in Table 9. A beam modulation mb = 0.3 is retained because 
me, is determined largely by electron reflection at the sensor. 

Table 9 -Readout and Beam Noise Loss for Low -Temperature (300°K) 
Electron Beams (m.= 1). Values for Ideal (0°K) and Standard 
Beam Temperatures at the Sensor Are Also Given 

f, 
Temp. 
(°K) mb Is/I1/2 

Is 
(nA) 

Vs 
(volts) 

Beam Relative 
V. Noise Sensi- 

(volts) 1/7ir Factor tivity 
40 0 0.3 0.145 0.021 0.000525 0.0 1.0 6.67 30.6 
40 300 0.3 0.145 0.091 0.008 0.03 3.52 28.6 2.03 
40 Standard 0.3 0.145 0.205 0.0165 0.5 3.22 63.5 1.0 
20 0 0.3 0.054 0.0029 0.0000725 0.0 1.0 6.67 78.5 
20 300 0.3 0.054 0.029 0.0029 0.03 4.0 75.5 1.73 
20 Standard 0.3 0.054 0.076 0.0062 0.5 3.27 160.0 1.0 

For a monochromatic beam (0°K) the signal currents and poten- 
tials become extremely small for a given resolving power because the 
relative sensitivity is increased by a large factor over that of a normal 
beam. The more realistic 300°K beam provides a relatively small in- 
crease in sensitivity. When used in a real camera, actual electron 
temperatures increase and the improvement is smaller because of 
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electron energy spread in the focusing system.* It is pointed out that 
a nearly monochromatic beam is not a practical solution because it 
images the field mesh. The beam does not go sufficiently out of focus 
between nodal points. A solid-state readout by direct contact has 
amplifier noise problems. Sensors with lower storage capacitance can 
be used to increase the potentials and readout efficiency at low ex- 
posures. This advantage is traded for a lower MTF (because of the 
greater thickness of the sensor) and a lower maximum charge density, 
which limits the maximum resolving power. This situation is analogous 
to a change of grain size in photographic emulsions where larger grains 
provide higher signals for a given exposure and quantum efficiency but 
cause a reduction of MTF and resolving power. The best solution for 
eliminating readout noise is a gain mechanism in the sensor or preced- 
ing charge storage and readout. The first solution is similar to the 
local amplification from atoms to grains in a photographic emulsion but 
requires separation of the sensor and storage surface and an additional 
focusing system in television camera tubes as for light intensifiers 
preceding charge storage (used in low -light -level television cameras). 
The additional electron optic degrades the MTF and resolving power of 
a high -definition camera. Sophisticated designs may approach an 
overall maximum resolving power of 100 cycles per mm. It follows that 
optimum performance at lower exposures requires a specialized sensor 
and charge storage section as in photographic cameras. 

The efficiency of photographic and high -definition television cameras 
can be compared by the relative locations of their resolving -power 
functions and quantum limits shown in Fig. 20. The 1/2 -power lines 
fr(Éo) at the left side are the quantum -limited resolving power func- 
tions of perfect cameras determined by Eq. [6.5]. These quantum 
limits move to higher exposures by factors 1/m02 for lower contrasts. 
The horizontal spacings between those lines and the corresponding 
resolving -power functions fr(E0.6) of the real camera are the exposure 
factors, numerically equal to the reciprocal detection efficiency (1/,lá). 
The broken -line extensions of the initial slopes of the RBV curves are 
the fr functions computed for unit MTF (Compare Fig. 9) readout and 
beam -noise loss is given by the horizontal spacings of these functions 
to the quantum limit curves fr(Éo). 

The broken -line curves show the quantum limits and resolving - 
power functions of photographic cameras. 

The efficiency of the conversion process from input quanta to 

* The electron temperature from the cathode of a "standard" electron 
gun (1160°K) is increased to 2000-3000°K at the sensor, because of the 
magnification in the electron optics of the gun and the focusing system: 
TB(.e°.°r) - Ta/M 2Mi2. 
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photoelectrons, silver atoms, and grains in the photographic emulsion 
can be appraised by writing an equation for the exposure similar to 
Eq. [6.6], 

z 

£0.5(fr) =Éo(Ir)Irl1-EoL 
\E12/ C1cY2} C ) fr [6.7] 

The factor c is an electron trapping factor (similar to the dielectric 
factor of ASOS sensors), et is the efficiency of the primary process, E2 

the efficiency of the conversion process to silver atoms, and ,Jcy2 is the 
development or readout efficiency, which must have a built-in threshold 
to prevent thermal exposure and goes to zero at high exposures because 
of the finite number of developable grains in the emulsion. The total 
conversion loss (first two products) is obtained by computing f,. for r = 1. The 3414 film, for example, would give the high resolving 
powers indicated by crosses at E = 0.317 mcs for three contrasts. The 
spacings from these points to the quantum limit curves indicate a 
maximum overall conversion efficiency (without MTF loss) slightly 
less than one percent. The same result is obtained for the other film 
types. 

The circles on the 1/2 -power lines are the "rated resolving powers" of 
5 film types for C. = CC. These values are degraded only by the MTF 
product of the films and the microscope objectives used in resolving - 
power tests. The TRI-X value on the line is computed from the 
published MTF curve of the film; the rated value for this film is higher. 
The MTF loss caused by the perfect F/5.6 camera lens is obviously 
larger for the high -definition film cameras. 

A film "speed" rating is given by the Aerial Exposure Index (E.K.) 
along the top of Fig. 20. 
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Techniques for High -Data -Rate 
Two -Dimensional Optical 
Pattern Recognition 

R. Croce and G. Burton 

RCA Advanced Technology Laboratories, Burlington, Mass. 

Abstract-Two optical processing systems are described that reduce complex 
two-dimensional information to a level that can easily be interpreted by 

an operator or a small special purpose computer. The data reduction 
is accomplished by preprocessing optical data using two dimensional 
adaptive filtering techniques, providing direct conversion of the pre- 
processed data to electrical signals, and performing parallel processing 
of the resulting electrical signals. The heart of the systems is the ability 
to interface between the optical and electrical signal -processing opera- 
tions and to provide mechanisms for adaptive feedback control from an 

operator or computer. 

The systems incorporate components that have undergone significant 
improvement in performance characteristics over recent years. These 

include adaptive two-dimensional spatial filters, optical sensor arrays, 

analog parallel -processing logic circuits, and high -resolution return- 
beam-vidicon cameras. 

Optical processing systems are shown to offer an advantage over 
digital systems, especially when the imagery to be processed has in- 

formation content greater than that normally contained in television 
imagery. 

Introduction 

Two-dimensional optical image -processing systems offer a potential for 
tremendous time saving when searching large amounts of image 
material for information content. Recognition systems can relieve an 
operator of much tedious searching, by scanning the input imagery 
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and signaling the occurrence or position of a predetermined set of 

two-dimensional objects, e.g., optical character recognition. Enhance- 
ment systems present the operator with a modified version of input 
imagery that is more readily analyzed. An excellent review of two- 

dimensional optical processing techniques and application are found 
in Reference 1. 

These image processors have potential application in areas such 

as reduction of data for transmission purposes; screening of photo- 
graphic reconnaissance imagery by evaluating image quality and 
picture content; processing of data received from satellites to deter- 
mine cloud motion or improve picture quality; character reading; and 
map matching. One-dimensional optical processors, although success- 
fully applied (see Refs. (2)-(4) for examples), are special cases 

of two-dimensional processors and generally operate at lower data 
handling rates. 

The main advantages of an optical over a digital processor are a 

large time-bandwidth product, high data input rate due to the ability 
to handle two-dimensional data in parallel fashion, and ease of forming 
the two-dimensional Fourier transform of large images. 

Despite these advantages, however, application of optical processing 
systems on a wide scale has been limited. One of the reasons for this 
has been their inability to interface efficiently between the optical and 
electrical signal domains and to provide adaptive capabilities. Thus, 
a hybrid processor that would combine the input and preprocessing 
capability of an optical system and the decision making and adaptive 
ability of a digital system or a system with direct operator feedback 
is very desirable. 

The recent development of a number of optical techniques and 
components has made feasible certain operations and system configura- 
tions that can now overcome some of the obstacles to a hybrid system. 
Two possible hybrid processing systems that demonstrate the imple- 
mentation of a recognition and an enhancement system are discussed. 

Digital Processing of Two -Dimensional Data 

Digital image processing generally involves the following four steps: 

1. Scanning of an input transparency producing digitized image 
data 

2. Operating on the digital data to generate a signal function 
such as the discrete Fourier transform (DFT) 

3. Convolving the signal function with a reference function. 
4. Conversion of the convolved data into an output image or 

operating on that data with pattern recognition algorithms. 
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Match filtering may be performed by using a reference function 
matched to the pattern of interest and then detecting correlation 
(amplitude) peaks in the resulting output data. The reference func- 
tion can also be selected to modify the input data so as to enhance 
significant image characteristics. Digital computer image processing 
offers the advantages of ease of implementing amplitude and phase 
functions and the ability to perform certain nonlinear processes. 

To illustrate the process of taking the two-dimensional discrete 
Fourier transform by a digital computer, consider an image having 
N2 elements and 64 gray levels. The Fourier transform of the sampled 
image f (1,k) is given by 

where 

or 

N-1 N-1 211'1G(r,,r) 

= E E f (l,k) exp - (kr, + Ir)} 
i=o i=o N 

r,=0,1,2 ,N-1, 
r=0,1,2,N-1, 

N-1 27rjlr N_ 
G(rx,) = E exp 

1 

f(1,k) exp 
i=o N x=o 

1 N_1 
=- E F(rx,l) exp 

N i=o N 

27rjkrj 

N } 

The term F(rl) is simply the one-dimensional discrete Fourier trans- 
form of each line in the picture, i.e., k assumes values from 0 to N -1 
corresponding to the sampled values along any line 1. The transform 
G(rr) is produced by taking the transform of each line forming 
F (r1), and then rotating the image 90 degrees and taking a second 
Fourier transform. The term f (l,k) represents the N2 samples of the 
image, with each sample quantized according to image brightness into 
64 levels represented by six bits. The number of Fourier coefficients 
produced is N2, corresponding to the initial number of picture samples, 
and the number of quantizing levels for each N coefficients is six bits,5 
corresponding to the picture gray scale. 

The scanning devices usually employed for entering image data 
into a computer include flying -spot scanners, direct electron -beam 

612 RCA Review Vol. 32 December 1971 



OPTICAL PATTERN RECOGNITION 

readers, laser -beam scanners, Nipkow disks, linear arrays of diodes, 

and two-dimensional diode arrays. For good resolution and high signal- 

to-noise ratio, the scanning rate is limited, and the quantized signal 

level must be about two to three times the value of the rms noise. The 

scanning processes generally involve such difficulties as 

1. controlling scanning -beam shape and scan linearity, 

2. maintaining an accurate gray -scale reproduction in the out- 

put image, 

3. high cost and maintenance requirements of the scanning 

system, 

4. low data handling rate (since the time to take N2 samples 

quantized to 2A levels is proportional to AN2) . 

ti 103 
PARALLEL 

SERIAL 

I 
NOTE 

EACH WORD CONTAINS 
18 TO 24 BITS 

10' 104 103 

SPEED (operations per second) 

Fig. 1-Capacity and speed of a "small" computer. 

The main drawback associated with digital processors is that 

trade-offs must inevitably be made between resolution, processing time, 

and the size and complexity of the computer to be used. Computer size 

is related to computer speed and memory capacity. For example, a 

"small" computer may be defined as one having the capacity and speed 

shown in Fig. 1. Although computers may be designed specifically for 

the parallel processing of large quantities of data (i.e., the Illiac 3 and 4 

at the University of Illinois), they are large and expensive. 

Complementary metal oxide semiconductor (CMOS) computers cur- 

rently under development fall into the small -computer category. These 

"mini -computers" are small in size, light in weight, and have low 

power consumption, but their processing capabilities in terms of speed 

and storage capability fall far below that required to process large 

volumes of high -resolution (1,000 x 1,000 lines) two-dimensional input 
data at high rates. The computational requirements for performing 

convolution and Fourier transformations, assuming 103 operations per 

second, are presented in Table 1. It should be noted that the informa - 
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tion in Table 1 does not reflect the improvements attainable using 
Hadamard transforms' and pipeline fast Fourier transforms,' and does 

not include the additional time required to scan the input image or 
display the final output. Storage requirements are proportional to N 
for the one-dimensional case and N2 for the two-dimensional case. 

Consideration of the computer time and storage requirements leads 
to the conclusion that computers, over the next few years, will not be 
able to compete efficiently with the data -handling rates of optical pro- 
cessors when performing complex computations involving the convolu- 
tion or transformation of two-dimensional inputs having resolutions 
greater than those associated with normal television systems. The 
purpose of the hybrid processing schemes developed in the following 
sections is to circumvent these computational difficulties by using an 
optical processor to perform the sampling, Fourier transformation, and 
filtering operations, while using a small computer to handle the control 
and decision functions. 

The discussion presents two base -line processing schemes for high - 
data -rate, two-dimensional optical pattern recognition and image en- 
hancement. These systems incorporate new devices and techniques 
that have been developed at RCA Laboratories, Princeton, N.J., at the 
RCA Advanced Technology Laboratories at Camden, N.J. and at Burl- 
ington, Mass. The processing schemes described afford semi -automated 
systems that either recognize or assist an operator in recognizing a 
particular two-dimensional object in a set of objects and/or in back- 
ground clutter. 

Two -Dimensional Feature Identification by Frequency -Domain Sampling 

In the scheme shown in Fig. 2, two-dimensional pattern recognition is 
performed by sampling the two-dimensional Fourier transform of the 
input image. Sampling is accomplished by properly configuring an 
array of photosensors located in the Fourier transform plane of an 
optical system. 

Before specifying the array to be used to sample the Fourier 
spectrum, consideration must be given to available methods of decoding 
the array. Although a large -area array represents the ultimate in 
processing capability, it is presently not possible to integrate large -area 
sensors and decoders in such a way that every photosensor can be 
integrated with its own amplifier and processing logic. The possibility 
of a large sensor array having only a limited number of output leads, 
with each output selected on the basis of the absolute value of the 
energy at each photosensor, does not appear feasible in the near future. 
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BEAM DIRECTING 
SCAN OPTICS 

L NSLI 

INPUT 
PLANE 

OPERATOR KEYBOARD 

ROTATING 
PECHAN 
SRI SM 

LENS L2 

FOURIER 
TRANSFORM 
PLANE 

COMPUTER 

LINEAR DIODE 
ARRAY 

ANALOG 
THRESHOLD 
LOGIC 
ELEMENTS AND 
CATA REDUCTION 
NETWORKS 

Fig. 2-Two-dimensional pattern recognition by frequency -domain sampling. 

In the scheme under discussion the array is linear and consists of 

100 photodiodes, with the transform rotated over the array by means 

of a rotating Pechan prism located between the input plane and lens 

L2 as shown in Fig. 2. The operation results in a two-dimensional 

sampling of the transform. Alternatively, other inverting type prisms 
such as an Abbe prism may be used or the array itself could be rotated. 

The diodes in the linear array are read out in parallel, maintaining 
the high bit rate inherent in the optical processor. The basic operation 
performed is the extraction of feature information contained in the 
Fourier transform of the input transparency. Preprocessing of this 
information is performed in parallel by making comparisons between 
the relative energy content in each of the (spatial) frequency channels, 

as indicated by the magnitude of the signal from each photosensor. A 

parallel processing logic technique is shown schematically in Fig. 3. 

This technique incorporates analog threshold logic (ATL), which has 

been successfully used on real-time flash -detection, voice -recognition, 
and engine -testing systems. The features selected in this scheme char- 
acterize the Fourier spectrum of the input object by its slope features, 
i.e., negative, positive, maximum, or minimum slope features. 

The basic ATL element has a do output that is linearly proportional 
to the sum of the two inputs from adjacent diodes provided this sum 

is above a predetermined threshold and less than that which would 

exceed the saturation limit of the circuit. By using ATL elements, not 
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OPTICAL 
AXIS 

only the presence or absence of a feature but also its relative magnitude 
is detected, thereby transferring more information to the subsequent 
processing and decision circuits. The extracted features may be classed 
as sustained for those occurring at a fixed time or dynamic for those 
that occur as a function of time, i.e., as the prism rotates. 

yr 

Alt NETWORKS 
FOR EXTRACTION 
OF FEATURES 

® ® ; . i -f . 
PHOTO DIO DE 

ARRAY 

DIFFERENTIAL 
All ELEMENTS 
WITH THRESHOLD 

AND GAIN CONTROL 

LOCA 
MAX 

LOCAL 
MIN 

*SLOPE 

LOCAL MAX 
- TRANSITION - 

SLOPE 

DECISION 
CIRCUITS 

LINEAR AND 
NONLINEAR 
WEIGHTS OUTPUT 

UNITS 

SUSTAINED FEATURES DYNAMIC FEATURES 
-ATL AND GATES -TRANSITION AND GATES 

-SIMULTANEOUS AND GATES 
-SEQUENCE DETECTORS 

Fig. 3-A parallel -processing logic technique employing analog threshold 
logic. 

The input transparency* to be examined is placed in the input plane 
shown in Fig. 2. A beam from the variable -aperture laser scanning 
system is used to scan the transparency. The beam size is determined 
by the image (target) size, which is estimated from a priori knowledge; 
e.g., aircraft altitude and related factors in the case of aerial photo- 
graphs. For high signal-to-noise ratios, ideally only one target and 
minimal background should be in the beam at any one time. To increase 
data rate in a practical system, however, a beam having a diameter 
3, 5, or even 10 times the maximum target dimension may be used. 

Although current research appears promising, at the present time there is no generalized real-time read-write medium that can replace a film transparency as the input. When such a medium becomes available, it can 
be incorporated directly into either of the schemes described. One obvious application would be the direct processing of video signals. 
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Pre -sensor processing could be performed by imaging various filter 
functions onto a temporary storage medium located in front of the 
photosensitive array. Since the detectors are located in the Fourier 
plane, only real filter functions would be used. For example, a typical 
real filter function might weight the spatial frequency components by 
attenuating the low -frequency terms and passing the high -frequency 
terms. The implementation of a filter projection system is detailed in 
the next section. 

Target features to be recognized are programmed into the system 
by a small computer that controls the decision logic (gain or threshold 
settings) of the ATL elements. The computer also controls the size 
of the scanning beam and selects the proper pre -filter to be used in the 
system, based on information supplied by the operator via keyboard 
entry. 

Fig. 4-Scanning by rotating fourier transform over the linear array. 

1. Scanning and Feature Extraction 

The scanning operation produced by rotating the Fourier transform 
over the linear array is depicted in Fig. 4. Image features may be 
extracted in two directions simultaneously. The first extraction may 
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be made along the detector array, while the second may be made by 
examining the waveform sets generated by the rotation of the Fourier 
transform across the diode array. This is similar in concept to a 
sampling scheme described in Ref. (10). 

As the spatial Fourier spectrum of the input image is rotated 
through diode Dd, the signal generated is given by fd(t). The signal 
fd(t) is periodic, where the period T is the time required for the trans- 
form to make one complete rotation. At any given sample time tk the 
signal from diode Dd is given by fd(t)k. Time in this system is related 
to rotation of the image, whereas the radial position of diode Dd in the 
Fourier plane corresponds to spatial frequency. 

Dd /1, 1 /1, 2 " ' /1, k " ' /1, 20 

/2, 1 f2. 2 . . . f2, k . . . f2, 20 

/d,1 /d, 2 ' ' ' /d, k ' ' fd, 20 

INCREASING 
FREQUENCY 

/100, 1 /100, 2 ' ' ' /100, k ' ' ' /100, 20 

tk-> 
Fig. 5-Matrix of samples of 100 diodes sampled 20 time during one image 

rotational period. 

Although a linear array of 100 photosensors is assumed, it is possi- 
ble to consider the sensors as producing a two-dimensional field; i.e., 
the 100 sample points at time tk may be delayed and compared to the 
sample points at some other time tr as the Fourier transform is rotated. 
If the array is sampled 20 times during one rotation of the image, the 
field, when combined with the appropriate delays, would consist of an 
array of 100 by 20 samples. The resulting matrix of points is shown in 
Fig. 5, with sample point fdk corresponding to the output of the dth 
diode at time tk, with the proper delay settings necessary to compare 
all the points at time tr. given by At = tr - tk. Methods for reducing 
the 100 by 20 array of samples fdk to a smaller N by K array of samples 
are presented in the Appendix. 

620 RCA Review Vol. 32 December 1971 



OPTICAL PATTERN RECOGNITION 

In the sensor field shown in Fig. 5, the rows correspond to a 

particular spatial frequency channel, with the lowest frequency cor- 

responding to the top row and succeeding rows corresponding to suc- 

cessively higher frequencies. 

Since the shape characteristics of the spectrum contain the im- 

portant feature information, the analog threshold elements indicated 

in Fig. 3 are configured to pick out sustained variations (i.e.. peaks, 

nulls, and frequency slope magnitude) along the diode array and 

dynamic variations as a function of time. When a predetermined 

number of such variations have been found, a detection is indicated. 

The total number of detected variations is independent of orientation 

of the image. Due to the nature of Fourier transforms, translation 
of the object in the input plane does not affect the intensity distribu- 

tion (or decision logic) in the Fourier plane. Therefore, the recognition 

scheme involves a translation- and rotation -invariant algorithm. 

The final method selected for extraction and image classification 

ultimately determines the amount of processing logic to be integrated 
with the sensor array and the size of the computer required. In addi- 

tion to the ATL techniques, various other classification methods may 
be used to simplify and/or optimize the processing of sensor data."."'" 

2. Size -Invariant Algorithm 

The frequency extent of a Fourier transform is inversely proportional 
to the size of the stimulus object in the input plane. Therefore, al- 

though the Fourier transform of a given object retains its relative 
shape, the spread along a frequency axis changes with object size. 

Since the decision logic necessary to recognize the transform is sensi- 

tive to the frequency spread, the decision logic must be modified (by 

changing gain or threshold settings) according to the size of the input 
image. The fact that the shape of the transform is a function only 

of the object type, however, can lead to the development of an iterative 
size -invariant algorithm based on the sample f d (tk) . If the presence 
of a particular target in a certain target set is assumed, it is possible 

to test this assumption by estimating the size that the target must 
have been to produce the observed transform by determining the 
number of frequency channels that contain a significant amount of 

signal energy. The proper decision logic for that object type can then 
be implemented and the final decision made as to whether the assumed 

object type is indeed present. 
The total energy per channel may be found by integrating the output 
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of each photosensor during one rotation, or by summing the values of 
the samples taken during one rotation of the image. - 

3. Noise Sources 

There are two primary sources of noise in this processing scheme : 

photodetector noise and amplitude variation. Photodetector noise arises 
from the detector dark current (a Poisson -distributed random process 
for small signals), thermal noise (a Gaussian -distributed process whose 
samples are independent), and noise current generated by the signal 
current (which is Poisson -distributed for small signals). The laser 
fluctuations originate in thermal sources and are also Gaussian. If a 
sufficiently large signal is assumed, all the processes can be considered 
as Gaussian. 

4. Preliminary Design Parameters 

The following design parameters are being incorporated into a feasi- 
bility unit since they can easily be implemented with presently avail- 
able components. The input transparency is assumed to be a 35 -mm 
frame containing 14 lines/mm or 333 by 500 resolution elements on a 
24- by 36 -mm format. The input is scanned by an overlapping pattern 
as shown in Fig. 6. The two dimensional scanning system may be a 
pair of ultrasonic light modulators, galvanometer deflectors, or 
motor -driven mirrors. The galvanometer -type deflector is selected for 
this intial base -line system, since it is a proven device of moderate cost 
having good operational characteristics. 

The maximum size of the scan beam is initially assumed to en- 
compass 100 resolution elements across the diameter of the input 
imagery, corresponding to 100 resolution elements in the Fourier plane. 
For a smaller scanning aperture the number of resolution elements in 
the Fourier plane decreases due to aperture constraints. 

It is assumed that each of the 100 diode elements has a diameter 
of 25 µm, which corresponds to the state of the art in available 
arrays. The Fourier transform lens is selected so that the diffraction - 
limited spot size, S, is within the 25 µm diameter, or 

F S -= f/no = 16.4, 
D 2.441 

If negligible energy is found in the higher -frequency channels, those 
channels may be eliminated during subsequent processing of that particular 
sample, thus effecting a preliminary reduction in the volume of data that has to be handled. 
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where the wavelength A = 6328 A, and 8 = 25 µm. Assuming an f 
number equal to 8 for a lens with a diameter, D, of 50 mm, the focal 

length is 450 mm. Since the spread of energy in the Fourier plane is 

given by 

vmac = FfBd 

where f8, the highest spatial frequency on the input film, is equal to 

14 lines/mm, then 

vma: = 3.54 mm. 

Fig. 6-Overlapping scan pattern. 

A maximum extent of 3.54 mm for the diode array (an element spacing 
of 3.54 /cm) corresponds to practical array technology. 

Optical Filtering Using Real and Complex Filter Techniques 

The second scheme, shown in Fig. 7, uses matched filter and image - 

enhancement techniques to increase the operator's ability to distinguish 
two-dimensional patterns within the transparency. 

New material and the rapid advances in coherent optics and holo- 

graphy have made it possible to perform spatial filtering in the Fourier 
transform plane by use of read-write storage media, thereby producing 
a processor capable of adaptive filter control. The material selected for 
use as read-write storage media must have the following character- 
istics : 
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1. Sufficiently high sensitivity at wavelengths compatible with 
currently available lasers so that an image may be stored at 
a high data rate. 

2. A thickness compatible with the depth of focus of the optics 
used in the processing system. 

3. Little fatigue at the wavelength selected for readout, but 
capable of fast erasure. 

4. Good uniformity and optical quality. 
5. Resolution comparable to that of the input transparency. 

INPUT FILM 
PLANE 

COHERENT 

LIGHT 

REAL FILTERS 

TRANSLATOR 
FOR SCALING 

COMPLEX FILTERS 

TEMPORARY 
STORAGE MEDIUM 

COMPUTER 

LS 

RBV AND VIDEO 
PROCESSOR 

(1 

OPERATOR 
KEYBOARD 

Fig. 7-Two-dimensional pattern recognition technique employing matched 
filters and image -enhancement. 

Potential storage materials include : organic7-16 and inorganic" 
photochromics; thermoplastics ;" electro -optic materials such as zinc 
sulfide," lead zirconate-lead titanate ceramics,R9.2' and bismuth titan- 
ate;22 magnetic storage (of binary filters)" in manganise bismuth ;24." 

electron -beam -addressed KDP and KP 'P crystals ;26.2' lithium niobate 
and barrium sodium niobate ;2ó and use of the reversible phase transi- 
tion in chalcogenide alloys.29 

The thermoplastic and electro -optic materials are presently the most 
attractive, since high sensitivity may be obtained by overcoating them 
with photoconductive materials. Image information may then be 
efficiently stored by a bulk transfer of the image as a charge pattern 
onto the surface of the photoconductor. The charge pattern produces 
an electric field across the material that causes a deformation of the 
heated thermoplastic or a change in the birefringent properties of the 
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electro -optic crystals. Further advantages of the thermoplastic mater- 

ials are that upon cooling the information is frozen into the surface 

of the thermoplastic, resulting in no fatigue during readout, and 

the recorded image exhibits high diffraction efficiency. 

Filter functions to be imaged onto the storage medium are stored 
in cassettes in an off -axis position, as shown in Fig. 7, and imaged onto 

the storage medium, which is located in the Fourier plane. Both real 

and complex filtering of the two-dimensional input functions are possi- 

ble using this scheme. 

Although a transparent medium is depicted in Fig. 7, the concept 

will work equally well for a reflective filter. In both cases, the registra- 
tion accuracy at the Fourier transform plane is critical, and the 
ultimate accuracy required depends on the resolution in line pairs on 

the input imagery. One method of eliminating some of the require- 
ments on the projection system is to store the filters on cassette as 

Fraunhofer holograms. The advantage of the Fraunhofer hologram 
projection is that the reconstructed image is relatively insensitive to 

the positioning of the filter frame in the cassette and can therefore be 

positioned quickly and accurately. Moreover, reconstructed images from 
Fraunhofer holograms, especially when stored on a phase media, are 
less susceptible to scatches such as might be caused by the transport 
mechanism.90 

In addition to the use of filters, image enhancement can be accom- 

plished within the output display. A high -resolution return-beam- 
vidicon camera" is attractive for this application, since it can store up 

to 10,000 lines per picture (sufficient for most imagery). The camera 
has the ability to be electronically zoomed, so that any area on the 
image can be enlarged and displayed on a lower -resolution monitor. 
Standard video signal -processing techniques, such as edge enhance- 
ment and gray -scale adjustment, may be used to complement the optical 
processor. 

The relative scaling of the object transform and the filter transform 
shown in Fig. 7 may be changed by either moving the film plane with 
respect to the transforming lens, thereby changing the scaling on the 
object transform, or by using optics with zoom capability. Rotation 
of the two transforms with respect to each other can be accomplished 

optically or by rotating the filter plane storage medium. 

In this processing scheme the operator has the option of controlling 
all functions through keyboard entry. He may, for example, improve 

contrast or produce edge enhancement by the proper filter functions, or 
he may regulate the picture gray scale in the camera video. 

RCA Review Vol. 32 December 1971 625 



Correlation and matched filtering may be performed using complex 
filters. Two methods of improving the detection probabilities for the 
resulting correlation peaks are (1) to use the output signal-to-noise 
ratio as a criterion for determining the "goodness" of match of the 
filter selected, and (2) to use digital discrimination techniques such as 
those discussed in the literature." 

In addition to producing matched filter functions, complex filters 
may also be used for scene subtraction or image enhancement."'" When 
used in this mode, differences that occur within a known scene are 
emphasized in the output image. 

Assuming that the original input plane contains 1000 by 1000 reso- 
lution elements, the complex filter must store 1000 by 4000 resolution 
elements (considering the high frequency spatial carrier) in order to 
guarantee separation of the zero- and first -order terms in the output 
image. If the birefringent properties of the electro -optic devices dis- 
cussed previously are used and if the polarizer losses are tolerable, these 
resolution requirements may be relaxed somewhat with any overlap 
between terms being countered by use of the polarizer. 

The design of the lens to be used in the processor eventually requires 
a trade-off between cost and performance. One general rule is that if 
diffraction -limited operation is desirable, aberrations must be held 
below X/4 to satisfy the Rayleigh resolution criteria. 

Alternative Techniques 

1. Self -Scanned Arrays 

Large photoconductive arrays and decoders have been fabricated using 
thin-film technology." These devices have application to the present 
configuration, since each element can be accurately addressed, allowing 

1. Bit -by -bit regulation of gray -scale content, 
2. The application of data compression and redundancy reduc- 

tion techniques on a bit -by -bit basis, 
3. High -resolution detection of edges. 

Ideally, circuits for performing these functions should be integrated 
with the photosensors ; present technology requires, however, that these 
circuits be external to the array. 

When compared to their vidicon counterpart, these arrays are 
smaller, require less power, and have longer life and are simpler and 
more flexible to operate. Also, they do not have the disadvantages 
(scan nonlinearity and loss of edge resolution) normally associated with 
beam -readout devices. 
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The largest arrays developed to date are 512 by 512 elements. A! - 

though still plagued by fabrication problems, these arrays have achieved 
a fair degree of success. They are not now recommended for incorpora- 
tion into a system, but it is expected that advances in the next few 
years will make this possible. 

-I» 

-y G 

STEP A 

F 

STEP B 

2. Weaver -Goodman Technique 

- OUTPUT 
PLANE 

When a complex matched filter is to be used to detect a known signal 
in the presence of white noise, an alternative technique may be used 
to construct the filter function. This technique avoids the necessity 
for critical position accuracies inherent in forming a filter in the spatial 
frequency domain. This technique, known as the Weaver-Goodman 
technique" and shown in Fig. 8, is a two-step process requiring the 
on-line formation of an intermediate image on a square -law imaging 
medium (M2) such as film, which is then used to produce the output 
correlation function via a coherent imaging system. 

The possibility of using such a system to eliminate the need for 
producing and implementing complex storage functions is very at- 
tractive. The square -law property might be incorporated into the photo- 
conductor layer of the sandwich -type devices discussed previously. 

Appendix-Application of Pattern -Recognition Techniques- 
Data Reduction and Contrast -Invariant Algorithm 

One of the principle difficulties historically encountered in the optical 
processing of information has been in developing a unit that can 
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accept a large number of sample points from a two-dimensional scene 
at high bit rates and convert these to a smaller number of points 
suitable for processing by parallel -processing (ATL) logic in conjunc- 
tion with a dedicated or general-purpose computer. The computer would 
make a final decision as to the class of objects present or determine 
the next iteration required of the data. It is the purpose of this 
Appendix to indicate how pattern -recognition techniques developed for 
digital processing of information may be applied to this preprocessor 
to effect a data reduction and a contrast -invariant algorithm. 

1. Continuous Form 

The time waveform from diode Dd (generated by the rotation of the 
Fourier transform over the linear array) is fd(t)* and is assumed to 
be a function from an ergodic random process. By the theory of ortho- 
gonal functions this waveform may be approximated by 

fd(t) = fdj(pdj(t) 
j=1 

in the interval a < t < b. 

The q(t) terms'* forms an orthonormal set in the interval a < t < b, 
and f dj is given by 

fdj= ffdt)i(odt. 
a 

The error for the approximation is 

b 

Ed= f fd2(t)dt - fdJy 
j=1 

a 

* The average value of the time waveform is assumed to be zero in this 
development. Since the waveform out of the diode is a positive waveform 
gd(t) -- 0, fd(t) will be assumed to be given by fd(t) =gd(t) - <gd(t) >. 

gum and X5 will be used instead of cpd,(t) and Xd, with the under- 
standing that q,(t) and XI apply to the output from one diode; i.e., fd(t). 
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This error is minimized by maximizing E fd2. This maximization 
J=1 

is satisfied when the gpf(t) terms are solutions of 

b 

Afq )f(t) = f q,i(s)rd(t,$)ds, 
a 

where of = < fdf2 >, and rd(t,$) is the autocorrelation function of fd. 

The maximization procedure requires that qpf(t) terms be selected 
that correspond to the highest eigenvalues (Xi) of fd(t). Since of 

= < fdf2 >, the proper choice of the q,(0 terms produces the maximum 
value for fdf. This procedure is used to determine J q,(0 terms that 
result in J samples of fdf where j = 1, 2, 3, , J. 

A contrast -invariant algorithm may be developed that forms the 
correlation coefficient pdf of the c,(0 and fd(t) terms instead of just fdf. 

where 

Pdf(fd(t), pi(t)) = 
cov [fd(t), (pi(t)] 

a[fd(t)]a[qpf(t)] 

cov [fd(t), 9'f(t) ] = < fd(t) ypf(t) > -< fd(t) > < > 

= < fd(t) 9of(t) > 

= f fd(t) cpf(t)dt = fdi. 

Since < fd(t) > was set equal to zero in this development, the last term 
< fd(t) > < qf(t) > disappears. If gd(t) is used, this term would be 
retained instead of fd(t). As a result the samples gdi would be given by 

('b ¡' 
gdf = J gd(t) 9pf(t)dt = J fd(t) cpt(t)dt + < gd(t) > < pf(t) >. 

a 
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Using this result 

COV [gd(t), cpj(t) ] =J fd(t) cp1(t)dt + < gd(t) > < cpf(t) > 
a 

- < gd(t) > < TM) > 

'b 

= f fd(t) qp,(t)dt, 
a 

which is identical to the results obtained by using fd(t). 

When determining the p.(t) terms for the case where gd(t) is used, 
the following equation is used : 

Ajqgj(t) = J Cpj(S) < fd(t) MS) > ds 

a 

where fd(t) = gd(t) -< gd(t) > and X, = < fd12 >. Hence, it may be 
seen from the foregoing discussion that subtracting the dc component 
< gd(t) > from the input signal prior to the filter function qj(t) is 
equivalent to subtracting the product of the time average of the filter 
function < pi(t) > and < gd(t) > from the signal out of the filter. The 
former is easier to implement and will be assumed. 

From the expression for pdi the terms o[fd(t)I and a[pk(t)] are 
simplified, since < fd(t) > = 0 and < gDj2(t) > = 1, so that 

and 

a[fd(t) ] = < fd2(t) >1/2, 

Q[(P)(t) = (1 - <q)j(t) >)1/2, 

f dj = 
fdj 

<fd2(t) >1/2 (1-<<pj(t) >)1/2 

If the time average of pf(t) is zeio, 
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Pdj = 
f dj 

<fd2(t) >1/2 

which states that the samples fd; are normalized by the rms value 
of the signal fd(t). When <p1(t) > .0, fd; is normalized with re- 
spect to (<fd2(t) > - <fd2(t) > < p1(t) >2)1/2. When p5(t) = f1(t), 
<cp1(t)>=0. 

2. Discrete Form 

The output from the linear diode array containing 100 diodes at time 
tk is represented by Fk, the vector of samples (flk, f2k faok) from a 
Gaussian process. The covariance matrix of Fk is given by: 

Bk = < FkFkT > = 

< flkf1k > < f:Skf1k > " ' < f50 flk > 

< flkf2k > < f2kf2k > 

< f1kf60k > . < f 50Af 50k > 

To reduce the vector set to a smaller N -dimensional vector where 
N < 50, a vector wk; is chosen such that 

wk;(Bk-.l)l) = 0. 

Now the solution may be found for wk; and the wk; terms corresponding 
to the J = N largest eigenvalues A5 chosen. The wk, terms will be 
represented by w; terms with the understanding that they apply to a 
particular vector Fk. The detection scheme then becomes 
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X1 
X2 

XN 

W1T 
W2T 

WNT 

where WiT = [Wj1Wj2 Win] 

flk 
12k 

fnk 

X1 - Wllf1k + W12f2k +""+ Wl, 100 1100, k 

X2 = W 2111 + W 2212 + ' + W2, 100 1100, k 

XN =WN1f1k+WN2f2k+"'+ WN,100f100,k 

and the circuit implementation is as shown in Fig. 9. Similar to the 
continuous case, this may be normalized with respect to the input 
energy such that the correlation coefficient in discrete form is given 

50 
by Pik where E Wi2 = 1 and, 

j=1 

Pjk = 
Xik 

fik2 En fjk2 L 
r 

Wj j=1 j=1 

n 712 

This analysis also applies to the sample vectors Fd containing 
samples (far, fd2r fd3 ' ' fdk) from the time waveform fd(t) where k 
represents the number of times fd(t) is sampled during one period.* 
Hence, the two-dimensional array of sample points may be reduced in 

Using the data reducing algorithm with k set equal to 20 produces 
J = K < 20 sample points. 
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two directions by considering (1) samples along the diode array and 

(2) samples taken while the image is scanned. 
Note, however, that Wfd W,k, and, therefore, the result of reducing 

the matrices in two directions is to produce two new matrices; i.e., an 
N x 20 matrix and a 100 X K matrix. Techniques for combining these 
matrices into a single N x K matrix remain to be investigated. 

Fig. 9-Circuit implementation of detection scheme. 

In addition to selecting the proper Pfd and Po, terms (corresponding 
to the vector rows and columns), in order to characterize the signals it 
is also necessary to determine the divergence between the various sig- 
nals as a function of the Pfd and Po, terms selected since the above 
analysis does not guarantee good discrimination. This is accomplished 
by forming the likelihood ratio U of the various patterns (two at a 

time) and determining their divergence from 

JE.-<U1Af>, 
where At and A represents pattern i and j, respectively, and U I Ai is 

the log of the likelihood ratio given that pattern i is present. 

Conclusion 

The main advantage of optical processors is the ability to pre-process 
data in parallel at high rates. The main drawback encountered has 
been the lack of suitable input and output devices. Recent improve- 
ments in photosensor arrays, read-write storage materials, parallel 
processing logic, and high resolution display devices now permit the 
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construction of hybrid optical processors that provide optical to elec- 
trical and man -to -machine interfaces. Two hybrid processors have been 
described. The first of these is a recognition system using frequency - 
domain sampling, while the second system is an interactive image - 
enhancement system. The former system appears well suited for image 
evaluation or pre-screening, while the latter can be used for rapidly 
modifying the MTF of an optical system by changing filter functions 
in the Fourier transform plane. 
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Low-Noi a Punch -Through P -N -v -P, P -N -P, 
and P -N- etal Microwave Diodes* 

S. G. Liu and J. J. Risko 

RCA Laboratories, Princeton, N. J. 

Abstract-Three different diode structures of a new type have been constructed; 
they are low -noise punch -through transit -time devices that use injection 
of minority carriers. The diodes operate in the frequency range from C 

to Ku band with powers output of up to several milliwatts. The low -noise 
feature of all three structures has been demonstrated with small -signal 
noise figures of 15 dB being measured. Experimental results show that 
p -n -v -p structures work at higher frequencies and consistently produce 
higher power output than do p -n -p diodes. 

Introduction 

Transit -time negative resistance semiconductor diodes for high -fre- 
quency applications have been proposed for some time by several 
authors.'-' Those now widely in use are the p -n junction' or Read' type 
diodes where carriers traversing through the depletion region are 
produced by avalanche multiplication at the reverse -biased junction. 
The other proposed type uses punch -through p -n -p or p -n -v -p struc- 
tures," where carriers are produced by minority carrier injection from 
the p -n junction as the depletion region reaches through the reverse 
biased n -p or n -v -p region. This injection type diode is inherently a 
low -noise device compared with the avalanche diode because no ava- 
lanche multiplication takes place in the diode. Recently, low -noise 
microwave oscillations have been reported from a metal-semiconductor- 
metal (MSM) structure' where minority carrier injection from the 
metal-semiconductor contact was utilized. 

This paper reports on three diode structures, the p -n -v -p, p -n -p, and 
the p -n -metal, which we fabricated recently, and on their performances 

* Material covered in this paper were presented at the International 
Electron Device Meeting, Washington, D.C., October 1971. 
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as microwaNe oscillators and low -noise amplifiers. For convenience in 
later discussions, some analytical results on these types of diodes are 
reviewed. 

i P N ( P (J 

(a) 

Fig. 1(a)-A reverse -biased p -n -p diode and its field distribution profile. 

-{PINI Y I PF- 

o 

lb) 

Fig. 1(b) A reverse -biased p -n -v -p diode and its field distribution profile. 

Review of Theory 

Both Cardinal' and Ruegg5 have pointed out that a simple punch - 
through transit -time p -n -p structure (Fig. la) suffers from the low - 

field region near the forward biased injecting p -n junction. They 
propose a p -n -v -p structure (Fig. lb), which raises the field near the 
forward -biased junction such that carriers drift at saturation velocity 
through most portions of the depletion region. Assuming the total 
conduction current is injected at the forward -biased junction according 
to the simple diode equation, 

lo = IR(eav/xr - 1), [1] 

Cardinal` shows that the negative resistance of the p -n -v -p diode exists 
for a transit angle between a and 2r, and is optimized when, first, the 
transit angle O equals about 1.67r,' which is to say 

This is consistent with Ruegg's approximate result of (3/2) 17. 
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v 
f= 0.8-, 

W 

and secondly, the angular frequency 

loq 
w=2 

C1kT 

[2] 

[3] 

where to is the current through the diode, C1 the forward -biased 
capacitance, q the electron charge, k the Boltzmann's constant, T the 
absolute temperature, y the saturation velocity, and W the width of the 
drift region. The small -signal analysis is similar to that of Gilden and 
Hines' for avalanche transit -time diodes and the expression I0q/(C1kT) 
is in a sense similar to the avalanche frequency defined by them. The 
injection zone is now represented by a conductance (rather than an 
inductance as in the avalanche case) in parallel with a junction capaci- 
tance. It is seen from Eq. [3] that the oscillation depends not only 
on the bias current, but also on temperature and forward -biased 
junction geometry. Therefore, the diode that oscillates in one bias 
direction may not oscillate in the reverse direction under the same 
conditions. A similar small -signal impedance analysis for a Schottky 
barrier injection contact diode, including image force and related 
surface state effects, has been recently made by K. P. Weller.' 

Device Fabrication 

The devices were fabricated by starting with silicon epitaxial wafers 
of a high -resistivity n -type epitaxial layer grown on a p+ substrate. 
The range of resistivity of the epi-layer for the wafers used were be- 
tween 5 and 6.5 ohm -cm. Higher resistivity was used for the p -n -v -p 
structure to give a smaller field gradient in the y region. However, no 
optimization in the design was considered in these initial experimental 
devices. Instead, the main purpose is to demonstrate the feasibility of 
such new devices. The substrate was boron doped and had a resistivity 
of 0.1 to 0.2 ohm -cm. The range of epi-layer thickness prior to 
diffusion for the wafers used was between 10 and 12 µm ; therefore, a 
punch through in the device is assured. After the diffusion process the 
net depletion width of the device is much less than the epi-layer thick- 
ness, allowing for both the in -diffusion from the diffusant and out - 
diffusion from the substrate. The p -substrate is boron doped and has 
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a diffusion coefficient approximately equal that of phosphorus, the 
diffusant. Therefore, about the same amount of outdiffusion results 
between the substrate and the high -resistivity epi-layer. This has the 
merit of reducing imperfections and increasing device reproducibility." 

For the p -n -p structure, a boron deposition and diffusion is applied 
to the epitaxial wafer; for the p -n -v -p structure, a phosphorus diffusion 
is performed prior to the boron diffusion. Doped oxide films with 
prescribed carrier concentrations were utilized as diffusants. A 
schematic of doping profile of the p -n -p and p -n -v -p diodes is shown 
in Fig. 2. 

o 

- IC1a 

E 

016 

14 
10 f t_I_ 

0 2 4 6 
xlpl-- 

8 10 

Fig. 2-A sketch of doping profiles of the p -n -p and p -n -v -p diodes. Both 
diodes are fabricated by diffusion into silicon epitaxial wafers. 

For the fabrication of p -n -metal structure, a platinum silicide 
Schottky barrier was formed on the n -on -p+ epitaxial wafer by sputter- 
ing and annealing processes. A wafer was pre-outdiffused for the 
purpose of reducing the active n -layer thickness and forming a buffer 
region between the high -resistivity epi-layer and the substrate. The 
resultant depletion region is about 51.m thick. Frustum -shaped diodes" 
were then made from the wafer following the metalization and photo - 
resist techniques. Diodes used in the experiments range from 0.008 to 
0.025 cm in diameter. Most experiments were performed with 0.020 -cm - 
diameter diodes. 

Device Characteristics 

The depletion width of the diodes when reverse biased to punch- 
Ihrough can be approximately determined from a C -V measurement 
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and the diode junction area. The total measured capacitance C for the 
p -n -p or p -n -v -p structure is given by 

1 1 1 _-+- 
C C1 C2 

[4] 

where C1 and C2 represent the forward and reverse biased junction 
capacitances, respectively. Because C1 is in general much larger than 

¡V.Y 0tv 

PrstisiA'-^1 

(0) 

(b) 
Fig. 3-Traces of I -V characteristic curves at 300°K and 77°K respectively 

of (a) a p -n -p diode, and (b) a p -n -v -p diode. Verticle scale: 
1 mA/div. Horizontal scale: (a) 5 V/div, (b) 10 V/div. 

C2, the measured capacitance C is thus a good approximation for C2. 

Measured depletion widths at punch through are 5.6 and 5.8 µm for the 
p -n -p and p -n -v -p structures, respectively. 

The 1-V characteristics of a p -n -p diode and a p -n -v -p diode both at 
room temperature and liquid -nitrogen temperature are shown in Fig. 3. 

The traces to the left of the origin are when the substrate side of the 
diode is reverse (negatively) biased. Two features should be noted. 
First, because the current is produced by injection rather than ava- 
lanche multiplication, the diodes conduct current at a higher voltage 
when the temperature is reduced (in the case of avalanche multiplica- 
tion the breakdown voltage decreases at reduced temperature). Sec- 
ondly, when the diode first draws current the voltage of the p -n -v -p 
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structure is about 36 volts, while that of p -n -p diode is about 17 volts. 
This fact is expected from the doping profiles of these two types of 
diodes as shown in Fig. 2, because the field has been raised at the n -v 

region in the p -n -v -p structure. Both voltages are consistent with the 
depletion widths and doping values. 

Experiments 

The circuit used in the experiment is shown in Fig. 4 where a metal 
disk forms a localized cavity's inside the waveguide. A movable short 

8 AS 
RF BYPASS 

DIODE/ 

SLIDE 
SCREW 
TUNER t 

DISK 
RESONATOR 

Fig. 4-A waveguide diode oscillator circuit with a disk -resonator struc- 
ture. 

circuit and a slide -screw tuner are provided for impedance matching 
purposes. The frequency of oscillation is determined mainly by the 
diameter of the metal disk. Both an X -band and a C -band waveguide 
circuit* have been used to cover the frequency range above 5 GHz. 
Diodes were mounted in threaded pill packages before insertion into 
the circuit. 

Microwave oscillations and amplifications were obtained, and small - 
signal amplifier noise figure of around 15 dB have been measured for 
all three types of diodes. The oscillations are characterized by a low 

threshold current density, typically 12 A/cm2. Operating voltages of 
the p -n -p and p -n -metal diodes as low as 16 volts have been obtained. 
The diodes tend to exhibit an early fall off in rf power output. Power 
outputs of the present devices at room temperature are typically half 
a milliwatt for the p -n -p and p -n -metal structures, and a few milliwatt 
for the p -n -v -p structure. Microwave oscillations have also been ob- 
tained using coaxial and microstrip circuits. 

Figs. 5, 6, and 7 show typical plots of power output versus bias 
current of the three diode structures operating at room temperature. 
The corresponding variation in voltages and oscillation frequencies is 

C -band circuit provided by P. A. Levine. 
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Fig. 5-Power output and bias voltage as a function of bias current of 
typical p -n -v -p diodes. The increase in oscillation frequency with 
current is also shown. 
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Fig. 6-Power output and bias voltage as a function of bias current of 
a typical p -n -p diode. Notice increase in frequency with bias 
current. 
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Fig. 7-Power output and bias voltage as a function of bias current of 
typical p -n -metal diodes. Oscillation frequency increases with in- 
creasing current. 
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also included in the same plot. The increase in frequency with current 
is expected from Eq. [3]. The p -n -v -p diodes have produced over 
5 mW at 6.6 GHz as shown in Fig. 5, and 3 mW at 7.2 GHz in a 
slightly modified circuit. It is interesting to note that the p -n -v -p 
structure does operate at a higher frequency and performs better than 
the p -n -p structure. 

At a reduced temperature, oscillations were obtained from small 
size p -n -metal diodes at Ku -band. The experiment was done in an 
X -band tunable crystal detector mount. Fig. 8 shows two such diodes 
operating at two different temperature levels. Power output of 3 mW 
at 13.2 GHz has been obtained from one diode. The operating voltage 
has increased from its room -temperature value of around 16 volts. 

3 

e2 

o 

P88 -I 
0.008 cm dio. - 77°K 
----200°K 

68V //58V 

13.2 GH: 

// 13.0 GH: 

/50V \ 
1 I 1 I 

10 15 20 25 30 
I Imnl 

Fig. 8-Small-size p -n -metal diodes oscillate at Ku -band frequency at re- 
duced temperatures. 

All three types of diodes have also been incorporated into linear 
reflection -type amplifiers. Noise figures of 15 dB have been measured 
at 8.48 GHz with the p -n -metal diode, 15 dB at 6.68 GHz with the 
p -n -v -p diode, and 16 dB at 5.88 GHz with the p -n -p diode. The gain 
is in the range of 20 to 25 dB with a corresponding bandwidth under 
10 MHz. The measurement was made with the conventional automatic 
noise figure indicator and noise source tube. Details and more data of 
the amplifier and noise measurements will be reported in a later paper. 

Conclusions 

We have fabricated three different types of silicon -punch -through 
transit -time diodes operating in the frequency range from C to Ku 
band. The low -noise features of all three types of diodes have been 
demonstrated with small -signal noise figures of about 15 dB being 
measured. A simple diffusion process is involved in the fabrication of 
the p -n and p -n -v -p diodes, although a complete epitaxy or ion -implanta - 
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tion technique should also be feasible. Experimental results show that 
p -n -v -p structures work at higher frequencies and consistently produce 
much higher power output than do p -n -p diodes made from the same 
type of wafer. 

An approximate method of measuring the depletion width of the 
punch -through p -n -p or p -n -v -p diodes has been described. Based on 
the measured values of depletion width, the diodes operate at a transit 
angle substantially less than the optimum value predicted by small - 
signal analysis. This probably indicates that the injected carriers 
from the p -n junction for the present diodes do not travel at a satura- 
tion velocity throughout the depletion region of the device. Work is 
being continued for optimization of the diffusion profile of the device.* 
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Switching Times of a Moderate -Power 
GaAs Field -Effect Transistor 

L. S. Napoli; W. F. Reichert, R. E. DeBrecht, and A. B. Dreeben 

RCA Laboratories, Princeton, N. J. 

Abstract-Switching experiments have been conducted on a GaAs, 4-GHz field- 
effect transistor by driving the transistor with its own output signal. 
delayed by 0.9 ns. The results indicate delay times of 0.11 ns through 
the transistor, and rise and fall times of the order of 0.22 ns for a 
drain potential of 10 volts and a current of 30 mA. 

Introduction 

Moderate -power high-speed switching devices are increasing in im- 
portance as components for high data -rate communication systems. 
Solid-state IMPATT oscillators have delivered hundreds of milliwatts 
at 60 GHz and are capable of carrying gigabit -rate data streams pro- 
vided the carrier can be modulated in fractions of a nanosecond. 

Schlosser, Beccone and Riggs' have digitally phase shifted a 200- 
mW 55-GHz carrier by modulating a p -i -n diode with +5 and -50 mA 
(forward -and reverse- switching currents, respectively) . The switching 
time was 0.5 ns using a 50 -ohm pulse source but deteriorated to 0.7 ns 
with a transistorized driver. 

It is the purpose of this correspondence to describe switching ex- 
periments on a high -frequency Schottky -barrier -gate GaAs field-effect 
transistor (FET) . The transistor, which exhibits delay times of 0.11 ns 
and rise times of the order of 0.22 ns, is a logical choice as a driver for 
a p -i -n diode switch in a gigabit data -rate communications system. 

Switching Experiments and Results 

The transistor is fabricated on semi -insulating GaAs with vapor - 
deposited n and n+ layers 1 or 2µm thick, as shown in Fig. 1. It is 
made by a self -aligned gate technique similar to that described by 
Driver.' The notable device characteristics are 0.01 mho trans - 
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Fig. 1--A profile view of the FET showing various aspects of its con- 
struction. 

conductance, 7.5 µm source -to -drain spacing, and 3.5 to 4.0 GHz fn,az 
Fig. 2 shows the FET characteristics. 

Switching -speed measurements are made by using the FET to drive 
itself, because a pulse soulce with a fast rise time (-0.1 ns) and a large 
voltage swing (-5 volts) is not available. This is accomplished by con- 
necting the output of the FET to the input via a suitable delay line as 
is shown in Fig. 3. Since the transistor acts as an inverter, a change 

(a) (b) 
Fig. 2-FET characteristics showing (a) drain current vs. drain voltage 

for negative gate biases (0.2v/step) and (b) gate -diode forward 
current vs. gate -to -source voltage. 
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in potential at the output of the transistor (e.g., high to low) travels 
around the ring, is applied to the input, and results in an opposite 
change in potential at the output (low -to -high). The circuit oscillates in 

a square -wave -like manner at a frequency corresponding to approxi- 
mately twice the time delay of the microstrip line. In actual operation 
the total wave includes the contributions of reflections at both the 
gate and drain of the transistor. 

RFC 
GATE 
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TO SAMPLING 
OSCILLOSCOPE 

Al IB 10000 CHIP RESISTOR (21 

k! 

EXPOSED MICROSTRIP 
GROUND PLANE 

MICROSTRIP 
LINE 
Zo=500 
T=.925nSEC. 

Sus 

CHIP CAPACITOR 
300pF 

FET 
CHIP 

RFC 

VOLTAGE 

Fig. 3-Oscillator circuit showing the FET and microstrip delay -line feed- 
back ring. 

The exact frequency of oscillation is determined by a delay time 
through the transistor, and a delay time around the transmission line. 
Therefore, the time delay, r, through the transistor can be calculated 
from frequency measurements by, 

1 

(1 
1 

T = 
2 \f1 fo 

where fo is the fundamental resonance frequency of the open -circuited 
ring (transistor removed) and fl is the fundamental frequency of the 
oscillator. The factor of 1/2 accounts for the fact that two trips around 
the ring are required for one period of oscillation. The time delays of 
the reflected waves at the input and output are of the same order as 
the delay through the transistor, and should not change the frequency 
of oscillation significantly. The results of frequency measurements 
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using a 50 -ohm transmisson line are shown in Fig. 4 where the delay 
time, T, is plotted against drain voltage. For the self -biased case, the 
gate is grounded through an rf choke in series with a 560 -ohm resistor. 
A constant current flows through the choke to supply the gate Schottky - 
barrier diode with current during its forward -biased state. The 

0.2- 

4.1 

2 
c 

7 
O.I- 

W -- GATE ZERO BIASED 

f -a GATE SELF BIASED 
s= - (56051 RESISTOR) 

AVG. SOURCE -DRAIN VOLTAGE 

Fig. 4-Time delay through the transistor plotted vs. drain voltage for (a) 
the gate grounded and (b) the gate negatively biased. 

measured gate bias voltages are -0.7, -1.8, -2.3, and -2.5 volts for 
drain voltages of 4, 6, 8, and 10, respectively. The data for the rf choke 
attached directly to ground corresponds to the zero -bias curve. The 
delay times for the self -biased case are slightly lower than the zero - 
biased case because of the smaller average gate capacitance. 

The fact that the product of transistor transconductance, g,,,, and 
transmission -line impedance, Z0, is less than unity precludes the ter- 
mination of the transmission line at the gate to eliminate reflections. 
However, shunting the input of the transistor with 150 -ohms gives a 
delay time of 0.13 ns for 10 volts on the drain, which is the same delay 
as that for the zero -gate -bias case (Fig. 4). 

Putting the transistor in a 111 -ohm ring results in a delay time of 
0.25 ns for 10 volts on the drain and a zero bias on the gate. Shunting 
the gate with resistances from 150 to 106 ohms does not change the 
delay time, indicating that the reflections have little effect on the 
measured delay. 

The voltage waveforms for the 50 -ohm system shown in Fig. 5 are 
taken at the gate and drain contacts of the FET (1000 -ohm chip 
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resistors are connected from the FET terminals to the 50 -ohm sampling 
oscilloscope providing suitable voltage division and minimal loading of 
the circuit). The rise and fall times, corrected to the 90-ps oscilloscope 
response time, are 0.22 and 0.39 ns at the drain and 0.33 ns at the gate. 
These times are longer than the delay time because the FET is pro- 
viding its own driving pulse and because the reflected waves are only 
approximately time coincident with the circulating wave. 

i 
GATE BIAS 0V. 

DRAIN VOLTAG E.6V. 

V DRAIN 

-1- 
V G AT E 

TIME (0.5ns/div) 

Fig. 5-Oscillator voltage waveforms at the drain and gate of the FET. 

In summary, a moderate power GaAs FET has been tested as a 
switching device in a reentrant resonant ring circuit and for a 50 -ohm 
line, delay time of 0.11 ns, and rise and fall time of the order of 0.22 ns. 
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Transit -Time -Spread -Limited Time 
Resolution of Image Tubes in 
Streak Operation 

Illes P. Csorba 

RCA Electronic Components, Lancaster, Pennsylvania 

Abstract-Transit-time spread caused by the emission -energy spread of elec- 

trons is analyzed for a uniform electric field, central field, and field -free 

region. In addition, the time resolution of a two -concentric -sphere type 

image inverter is calculated. 

Introduction 

Transit -time spread produced by the emission -energy spread of photo- 
electrons is one of the fundamental limitations of time resolution of 

high-speed image -tube cameras. Because of transit -time spread, a 

point image of a photo event of very short duration is imaged by the 
camera as a line in streak mode operation. The length of the line is 

proportional to the transit -time spread. Obviously the shorter the 
length of the line at a given streak velocity, the better the time reso- 
lution of the camera. In various types of image tubes, an electron 
may travel in a uniform electric field, in a central field, or in a field - 

free region during the imaging process. In this paper the transit -time 
spread in each region will be analyzed. 

Uniform Electric Field 

In the case of a uniform electric field the transit -time difference 
between two electrons, one having a zero emission velocity and another 
having a Va axial emission velocity, may be obtained from the equation 
of electron motion in a uniform electric field;1 

v82í2 -1- 4Lvat - 4L2 = 0, [1] 

where t is the transit time, L is the screen -to -cathode separation, and 
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v3 is the electron velocity corresponding to an accelerating voltage V3. 

For v3» v4 the transit -time difference AT from Eq. [1] is given by 

va 

1 

Va 2m /Va 
AT-2L-=Tr -_ 

v3"- 1,V3 e E 
[2] 

where T,. is the transit time of zero -emission -velocity electrons, V is 

the accelerating voltage required for an electron at rest to acquire its 

emission energy, E is the electric -field strength, and e and m are the 

charge and mass of an electron, respectively. 

The numerical value of transit -time difference from Eq. [2] is 

given by 

L jVaa 
OT=3.37 X 10-g-=3.37 x 10-8 , 

V3 E 
[31 

where L is in centimeters, V3 and Va are in volts, and E is in volts per 

centimeter. 

Field -Free Region 

Assume that two electrons, one having zero emission energy and 

another having eVa axial emission energy, are accelerated across a 

very small distance to a potential V3. Then let the electrons travel in 

a field -free region through a distance L. Denote the transit time of 
the zero -emission -energy electron by Tr. The transit -time difference 
of two electrons then becomes 

L L L 
OT= _ (1_\/l2e 

12e 
2e 

V V 
- V3 - (Vs-}- Va) -Vs 
m m m 

For V.» Va Eq. [4] reduces to 

AT = 
L Va Tr V7 L Va =--=0.84x10-8-- , 

f 2e 2178 2 Vs V3 - V3 
m 

where L is in centimeters and V and V3 are in volts. 

V3 

Vs+Va) 
[4] 

[5] 
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Central -Field Region 

In a two -concentric -sphere type image -inverting diode,' the electrons 
travel in a central field up to the anode aperture, then from the anode 
aperture to the screen in a field -free region. Consider an electron 
leaving the cathode sphere with an emission velocity vi and direction O 

as indicated in Fig. 1. In the central -field region the electron path is 

ELECTRON TRAJECTORY 

CATHODE SPHERE 
ANODE SPHERE 

ANODE CONE 

ANODE APERTURE 

r 0 

+V 

IMAGE SPHERE 

MAIN AXIS 

M _ 1/2 1./0 (MAGNIFICATION) 

Fig. 1-Schematic diagram of a two-concentrip-sphere-type image -inverting 
electrostatic diode. The central field and the anode aperture lens 
form an inverted image of the cathode on a sphere concentrip with 
the cathode. 

determined by Kepler's law of equal areas: 

dsb 
1.2_ = C, 

dt [6) 

where r and ¢ are the radius and angle, respectively, of the spherical 
coordinates of the centrally symmetric system and c is a constant. 
The velocity y of the electron may be described by the following 
equation: 

2. v"-(dt) 
+ Cr dt) [7] 
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The energy equation is 

1 

-mv"=eV(r) +eV{, 
2 

[8] 

where eV; is the emission energy of the electron and V(r) is the 
potential distribution given by the following equation': 

V(r) = V8 

Ra R, -r 
Ra - Ra 

[9] 

In Eq. [9], V. is the anode potential and Ra and R. are the radius of 

the anode and cathode spheres respectively. From the boundary condi- 
tions the following also holds: 

dybo Ro- = v{ sin B. 

dt 
[10] 

By combining Eqs. [6] to [10], the following differential equation is 
obtained: 

dt = 
rdr 

Ra RaRc 
V{ - V. 

/ 
r' + V8 r R"Vt sin20 

R, -Ra/ Ro - Ra 

The transit time of an electron now may be obtained by integration of 
Eq. [11]. 

T Ra 
m rdr 

¡dT=- - J I 2e 

V 

° R° ' I (V, - V8 
Ra 

r" + V. RaRc r Rs'V; sin20 
Ra - Ra) R - Ra 
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m( Vi(Ra2 - Re2 sin" 9) + VeRa2 - ViRc2 (1 - sin28) 
T= - j (Rc - Ra) 

2e V{Rc - ( V8 -F Vi) Ra 

VBRaRcvRc - Ra 

2[VBRa - Vi(Rc - Ra)] VVeRa - Vi(Rc - Ra) 

VBRa(Rc - 2Ra) + 2ViRa(Rc - Ra) 
are sin 

-F arc sin 

VR.1 Rc2VR' - 4Rc2Vi (Rc - Ra) [VBRa - Vi(Rc -Ro)] sin29 

1 

VRa2Rc2V 
82- 

4Rc2Vi(Ra - Ra) [ VBRa - Vi(Rc - Ra) ] sin29 r 

VBRaRc - 2Vi(Rc - Ra)Rc 

For V» Vi and Rc > 2Ra, Eq. [121 reduces to the following equation : 

[12] 

T= 
m J Rc - Ra Rc I Rc - Ra 2VRa(Rc - Ra) F- 7r- arc sin 
2e { V V8 2 VBRa Re 

[12a] 

2(Rc - 2Ra) I Rc - Ra 
AI 

Vi \ , Re /Vi + I 

Ra Vs 
cos 9 I I - (Re - Ra) 

V. 
cos 9 

Rc 

Expanding the arc sin function into Taylor's Series gives: 

m Rc - Ra Re Re- Ra Re 
T= - 1 -F7r- 

2e l VV8 2 
I 

VRa 2 v VRa 
arc sin 

C`ZVRa(Rc 
- Ra) 2Rc Vf - _ (Rc - Ra) cos 9 [12b] 

Re Ra V8 

The transit -time difference between a zero -emission -energy electron 
and an eVi emission -energy electron from Eq. [12b] is given by 

2m Rc VV, =- (Rc-Ra) COS 9. 
e Ra V8 

[13] 
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IMAGE -TUBE RESOLUTION 

The relationship between the anode voltage Vs and cathode field 

strength Ea is given by' 

R, 
Vs = Ee- (R, - Ra) 

Ra 

[14] 

Combining Eqs. [13] and [14] the transit -time difference in seconds 

expressed with the cathode field strength becomes 

JT = - mVV - cosB= - 
e E, 

2m VV. VV, - = -3.37 x 10-8-- cos 0 [15] 
e E0 E, 

where V; is in volts and E0 is in volts per centimeter. Eq. [15] is 

identical to Eq. [3]. 

Time Resolution Calculations 

Assume that the photocathode of an image -inverting diode is il- 

luminated with a point image, the duration of the illumination is 

negligibly small, and the photoelectron image is deflected with a 

constant speed on the phosphor screen. Assume also an aberration - 
free imaging process. For a monoenergetic Lambertian electron emis- 

sion, the incremental current die emitted between angles B and B + dO 

is given by 

die = 21 sin B cos OdO, [16] 

where I is the emission current of the point source. 

The incremental current die strikes the phosphor screen over a short 

line dl given by 

dl= wd (OT), [17] 

where w is the electron image deflection speed. The value of d(áT) 
may be obtained by differentiation of Eq. [15]. 

m VV, 
d(áT) = 2 sin OdO. 

2e E, 
[18] 
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By combining Eqs. [16], [17], and [18], the image current density j is 
given by 

die 

V 

2e EcI 
cos O. 

dl m wN/Vi 

By use of Eq. [15], j can be plotted as a function of T. 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

T 06biTMAX- 
Ec = 

Vim. 

I 

333V/cm 
0.3 V 

I 

0 10 20 30 40 50 60 
TRANS T TIME DIFFERENCE IáT1-ps 

[191 

Fig. 2-Image current density as a function of transit -time difference. The emission -energy distribution of Eq. [20] is assumed. 

For a polyenergetic emitter, the image current density may be 
found by summing the image current density of different monoener- 
getic groups. Fig. 2 shows the image current density distribution 
calculated for the operating conditions of the RCA Dev. Type C73435 
high-speed light -shutter image tube. In the calculation the following 
emission -energy distribution was assumed: 

.2 Vi it Vi Vi Vt dN= cos (-- d (-) ;0<-<1. [20] 2 (7r - 2) Vim \ 2 Vim \ Vim / Vim 
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IMAGE -TUBE RESOLUTION 

where dN is the fraction of electrons emitted in a voltage interval 
d(Vi/Vim). The distribution given by Eq. [20] is a normalized energy 
distribution similar to that measured for typical photocathodes. For 
an S1 photocathode illuminated with a 1.06 µm wavelength, the emission 

energy spread eVim _ 0.3 eV. Therefore, Vi, = 0.3 V was used in the 
calculation. The time resolution from Fig. 2 is 33 picoseconds, which 
is the time difference between the 50% image current density points. 
In the above calculations the transit -time spread in the drift space of 

the image tube was not included because it is negligibly small as may 
be concluded from Eq. [5]. (The length of drift space is 14 centi- 
meters.) 

If the time resolution calculations were carried out for a different 
value of emission -energy spread Vi, or a different value of cathode 
field strength E, only the values of AT on the abscissa of Fig. 2 would 

change. The transit time difference AT is proportional to the square 
root of emission energy and inversely proportional to the cathode field 

strength. Therefore, the time resolution in seconds may be expressed as 

VVim VVim 
r -k =2X10-8 

E, Ec 
[21] 

where Vim is in volts and E, is in volts per centimeter. The value of 

k = 2 X 10-8 was obtained by substitution in Eq. [21] of r = 33 

x 10-12 S., V{, = 0.3 V, and E,= 333 V/cm. Because of the identity of 
Eqs. [3] and [15], Eq. [21] is also valid for the electro -magnetic image 

tubes (uniform electric and magnetic fields) . 

Conclusion 

Results of this study have shown that the transit -time spread limited - 

time resolution of image tubes is proportional to the emission velocity 

spread of electrons and inversely proportional to the cathode field 

strength. It is also shown that the time resolution of the RCA Dev. 

Tube Type C73435 gated image tube is about 33 picoseconds under 

normal operating conditions. Smaller time -resolution figures may be 

obtained by increasing the cathode field strength' Other limiting 
factors like the MTF of the image tube, space charge, and resistivity of 

photocathodes were not considered. Therefore, the time resolution 
figure obtained here is the limiting time resolution for a gig en cathode 

field strength. 
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Appendix-Image-Current Distribution as a Function 
of Transit -Time Difference 

Assume a Lambertian emitter with the emission -energy distribution 
of Eq. [20]. The fraction of electrons emitted between angles 0 and 
O + dO then may be given by the following equation. 

,r2 V. yr V V 
dNe = t cos -- 

! 
d 

C f 
cos 0 sin Ode. [22] 

a -2 Vtm \ 2 Vim l Virn 

With substitution of 

x = 
Va 

and y = 
Vim 

in Eq. [20] the following is obtained 

27r2 r a 
dNe = cos - (x2 + y2) xy da dy a-2 2 

[23] 

[24] 

where eV,. is the transverse emission energy. The axial emission -energy 
distribution is : 

V1-x2 
27r2 7r 

dNQ = x dx cos - (x2 + y2) ydy 
7r-2 , 2 

o 

7r 

27rI 
1 - sin (2 x2) Idx. 

Combining Eqs. [15], [23], and [25] gives 

[25] 

a E 2e a E 2,T2e1l 
dNa= 

c 
..17' 1-sin( c IId(.áT). [26] a- 2 m Vi,,, [ \ 4 m Vi,,, 
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Eq. [26] gives identical results for the image -current distribution 
with the results shown in Fig. 2, which were obtained by numerical 
integration of Eq. 19 over the assumed emission -energy distribution. 
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L. B. Juroff Noise Immune Pure Carrier Detector Circuit (3,602,821) 
M. A. Leedom Electrostatic Printing System Employing a Replaceable Cartridge to 
Provide a Supply of a Recording Element and Processing Means (3,600,083) 
S. Liu and J. J. Risko High Power Avalanche Diode (3,600,649) 
J. J. Moscony Method for Preparing Oxide -Coated Cathodes (3,598,6464 
J. M. S. Neilson Protection Circuit Including a Thyristor and a Three Terminal Device 
(3,600,635) 
W. L. Oates Apparatus Including a Wire Tipped Probe for Testing Semiconductor 
Wafers (3,599,093) 
A. Orenberg Frequency Synthesizer Having a Plurality of Cascaded Phase Locked 
Loops (3,600,699) 
S. M. Petty and C. R. Pendred Process for Rapid Recording of Polygonal Images 
(3,600,513) 
W. Phillips Photochromic Image Device (3,598,750) 
J. W. Rabek Transducer Supporting Arrangement for Disk Memory (3,599,192) 
L. A. Rempert Object -Positioning System and Method (3,598,978) 
J. Rivera High Current Semiconductor Device Employing a Zinc -Coated Aluminum 
Substrate (3,597,658) 
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